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## Chapter 1

## Introduction

The paper presents the proofs of algorithmic formulas. These formulas, as a part of the language of algorithmic logic, make it possible to express:

- the properties of programs e.g. correctness,
- the definitions of semantics of language of programming,
- the data structures e.g. the structures of trees, stacks, etc.

Only the proof of formula expressing the correctness of the program in relation to the proper specification can assure the user of error-free application of the program.

Howcyci, some advanced tools and programming languages the correctaess of programs is not always easy to verify. Therefore, in this paper we use the method of proving called abduction. In consequence it is possibie to obtain the value of function by means of the proof. This technique was first mentioned by Herbrand in his definition of recursive function.

This paper consists of two parts:

- research on algorithmic structural completeness of algorithmic logic,
- description of the retrieval system RS providing comprehensive tools in automated theorem proving theorems of algorithmic theories i.e theories based on algorithmic logic,
description of the RETRPROV system which enables us to prove theorems of algcrithmic theories by using the decomposition rules.

In the first part of our paper (cf. Chapter 3) we present a possibility of introducing the notion of program-substitution as a special mapping from the set of all formulas of AL into the same set.

Let $\mathcal{N}$ be the set of non-negative integers. In AL we have some kind of substitution i.e. an assignment instruction $s$ of the form:

$$
\left[x_{1} / \tau_{1}, \ldots, x_{n} / \tau_{n}, a_{1} / \alpha_{1}, \ldots, a_{m} / \alpha_{m}\right]
$$

for $n, m \in \mathscr{N}$, where $x_{1}, \ldots, x_{n}$ (respectively $a_{1}, \ldots, a_{m}$ denote pairwise different individual (respectively propositional) variables, $\tau_{1}, \ldots, \tau_{n}$ are classical terms, $\alpha_{1}, \ldots, \alpha_{m}$ are classical open formulas and for example $x_{1} / \tau_{1}$ means the standard assignment instruction $x_{1}:=\tau_{1}$.

Unfortunately this form of substitution $s$ in the formula $\overline{s p\left(x_{1}, \ldots, x_{\pi}\right)}$ transforms the formula $\rho\left(x_{1}, \ldots, x_{n}\right)$ only into the formula $\rho\left(\tau_{1}, \ldots, \tau_{n}\right)$ but not for example into the formula of the form $\alpha \wedge \beta$ where $\wedge$ denotes the conjunction.

Our substitution called program-substitution has not this restriction so it is more general.

Various attempts have been done to introduce the substitution rule in any logical systems by A. Church [18], H. Hermes [42], D. Hilbert [43] and W. A. Pogorzelski and T. Prucnal [71] but our key idea slightly differs from the methods developed up to now because contrary to the previous substitution rules it does preserve the properties of programs.

In Chapters 2, 3, 4 we define the notions of the consequence operation, the admissible, finitary and derivable rules which enable us to introduce the notion of algorithmic structural completeness and to prove that the consequence operation of algorithmic logic strengthened by the substitution rule is atgorithmically structurally complete i.e. that every structural finitary and admissible rule is derivable in this consequence operation. This result gives us the useful class of rules.

The notion of structural completeness of a logical system was introduced by W. A. Pogorzelski [70] and thoroughly studied in propositional logics as well as in the systems with quantifiers by A. Biela [4], A. Biela and W. Driobiak [6], M. Dummet [25], G. Minc [57], W. A. Pogorzelski and T. Prucnal [71], J. Porte [72], T. Prucnal [76], A. I. Tsitkin [98] and P. Wojtylak [104].

In the first part of this paper we shall prove that the consequence operation $C_{R_{*}}$ of algorithmic logic strengthened by the substitution rule is algorithmically structurally complete though it is not complete.

Here we explain the notion of algorithmic structural completeness of a logic of programs which plays an important role in this paper.

In our paper the definition of the consequence operation $C_{R_{0}}$ of algorithmic logic strengthened by the substitution rule will be based on the set of axioms $A x$ and on the set of rules $R$ of algorithmic logic. Thus $R_{*}=R \cup\left\{r_{+}\right\}$.

The purpose of this work is to show a point of view upon the notions of program-substitution and admissibility of rules which are the tools for proving properties of programs in algorithmic logic and in the so-called extended algorithmic logic with quantifiers and with non-deterministic programs. We shall prove that these logics are closed under each program-substitution i.e. $p\left(C_{R_{*}}(\emptyset)\right) \subset C_{R_{*}}(\emptyset)$ for every program-substitution p .

As we mentioned above the consequence operation $C_{R}$ of algorithmic logic is not complete, so it is not true that each admissible rule of $C_{K_{0}}$ is derivable in $C_{R}$. Therefore we looked for a weaker kind of the notion of completeness. We tried strengthening the notion of the substitution rule $r$. to get the following property: each structural, linitary and admissible rule in $C_{R_{*}}$ is derivable in it.

This property called algorithmical structural completeness means that every consequence operation which has this property is intuitively quasicomplete i.e it is complete because of structural, finitary and admissible rules. Since AL is algorithmically structurally complete thus we can use every structural and admissible rule in $C_{R_{0}}$ while proving theorems of AL which simplifies the proof.

Chapter 2 begins with the definition of the language of AL . There we develop a Cormal model theory of AL. This Chapter contains a formal system for AL and the consequence operation of this system. In Chapter 3 we deline the set of the program-substitutions and we proof that AL is closed under program-substitution. Moreover Chapter 3 contains a proof that any program-substitution preserves the logical connectives. In Chapter 4 we proved the algorithmic structural completeness of the consequence operation of algorithmic logic strengthened by the substitution rule as well as its incompleteness. This chapter contains some remarks about program-substitution in AL with generalized terms and with quantifiers and with non-deterministic programs.

The second part of this paper ie. Chapter 5 and Chapter 6 presents a retrieval system (RS-algorithm) investigated by A. Biela [5] and a decomposition system described by A. Biela and J. Borowczyk [7] in which the properties of programs are expressed.

Further in this paper we shall describe a formal system which enables us to prove theorems from the following theories: propositional calculus, logic of quantifiers and the first-order theories. However, the theories of algorithmic logic including theorems containing programs are the most important ones. Its main feature relies on generating an additional set of assumptions needed to prove a considered formula. Thus we are able to consider expressions which can become theorems by adding the special set of assumptions (axioms) to the standard set of axioms. RS-algorithm is looking for a special set of axioms to prove the considered formula

We shall try to show some methods and procedures investigated by A. Biela [5] for constructing formal proofs of theorems of algorithmic logic containing programs.

Our methods concern proving by means of programming. They are an essential extension of methods used by P. Gburzyński [28], [29]. The considered retrieval system is able to solve or to prove:

1. the properties of programs and terms formulated in the language of arithmetic,
2. the correctness of some programs with STOP property,
3. the functional equations with the recursive functions defined by programs. This system solves them in a dynamic way by looking for a special set of axioms during the execution of algoritbm,
4. the relations defined by programs and recursive functions,
5. the equivalence of programs.

Therefore we can answer whether some relations hold and we are able to compare programs and get an answer, whether the execution of different programs gives the same result. At the end of this section we present some experimental results.

Though the solution to considered problems are very ineffective, the options and methods used by us are satisfactory in practice (see Table 1 of experimental results).

Our proposal has in view:

1. to provide the tools for didactics, which enable us to demonstrate on the monitor the prools of theorems of the caicuius of quantifiers, algorithmic logic, algorithmic theories, propositional calculus, geometry, set theory, theory of lattice, boolean algebra...,
2. to enable us to undertake a trial of proving hypotheses,
3. to secure the specific results for example the independence of axioms,
4. to verify the correctaess of definitions,
5. to verify some hypothesis.

The retrieval system can be used for giving an expert appraisement because it works in a broad area and can solve different probiems, so it is an expert system.

We believe, that it is reasonable to use in our considerations some formalism of the language of algorithmic logic described by L. Banachowski [1], G. Mirkowska [58], [59], G. Mirkowska and A. Salwicki [64], A. Salwicki [87] and H . Rasiowa [82]. The language of algorithmic logic contains all classical formulas and generalized formulas describing properties of algorithms which can be interpreted in our considerations in a model of anithmetic or in a model of integers.

The properties of algorithms from the point of view of recursion theory and degree of undecidability of algorithmic properties were settled by W. Dańko [20], [21] and A. Kreczmar [48].

The main idea depends on handling the expressions of the forms $K \tau$ generalized term and $K \alpha$-generalized formula where $K$ is a program, $\tau$ is a generalized term or a classical term and $\alpha$ is a classical or a generalized formula. These expressions enable us to describe functions or relations defined by programs and recursive functions. For example the factorial $n$ ! can be defined in algorithmic logic by a generalized term of the form $K_{1} z$ where:

$$
K_{1}: \text { if } \mathrm{n}=0 \text { then } z:=1 \text { else } z:=\mathrm{n} * f(\mathrm{n}-1) ;
$$

for $f(\mathrm{n})=K_{1} 2$, while the order relation between natural numbers can be expressed in algorithmic logic by generalized formula of the form $K_{2} a$, where

$$
\begin{aligned}
& K_{2}: \text { if } x=y \text { then } a:=\text { FALSE else } \\
& \text { begin } u:=0 ; \\
& \text { while } \neg((f u=y) \vee(u=x)) \\
& \text { do } u:=u+1 ; \\
& \text { if } u=x \text { then } a:=\text { TRUE else } a:=F A L S E ;
\end{aligned}
$$

Readers accustomed to formalism of Hoare should observe certain difference in semantics. We can show this diiference by giving a typical exampie. For example the expression $K \tau=u$ can be sensibly considered even when $u$ does not occur in $\tau$.

Now we explain a technique which by means of a proof enables us to get information about the value of function. The considered function will be defined by a program. The pioneer of this method (called ABDUCTION) mentioned in the definition of recursive functions was J. J. Herbrand.

Let us consider the definition of factorial $f(\mathrm{n})=K_{1} z$. If we consider the expression $f(3)=u$ availing itself of the definition of function $f$, given by the program $K_{1}$, then the equality $u=6$ is the result of our system. This obtained equality may be interpreted as a question whether $f(3)=u$ is a theorem under the assumption $u=6$. Our system will fiod the equality $u=6$ and it will use it to prove the equality $f(3)=u$. On the one hand the number 6 in the equality $u=6$, may be interpreted as a result of calculation of $K_{1} z$, on the other hand the equality $u=6$ may be interpreted as a special axiom in the proof of the equality $f(3)=u$.

In our considerations only the second interpretation is suitable. To show the difference between the proof of $u=f(3)$ and the calculation of $K_{1} z$, which
is used for changing $f(3)$ by the result of this calculation, we consider the program defining the addition:

$$
\begin{aligned}
& K_{3}: \text { if } y=0 \text { then } z:=x \text { else } z:=k(x, y-1)+1 \text {; where } \\
& k(x, y)=K_{3} z .
\end{aligned}
$$

If we want to prove the equality $k(x, 1)=u$, the retrieyal system needs the equality $u=x+1$ during the proof. Obviously, the calculation of every program realizing the addition function in the set of integers gives us as the result the number and not the expression of the form $x+1$.

In the same way our system gives us the answer whether some relation holds or not. Let us consider the relation $\rho(x, y) \equiv K_{2} a$. If we want to get the answer whether $\rho(1,2)$ holds or not, our system will attempt to prove the expression of the form $\rho(\mathrm{x}, \mathrm{y}) \equiv \mathrm{b}$. During the proof it gets the answer that $\mathrm{b} \equiv$ TRUE

We shall give the main idea of this algorithm. If we want to prove a classical formula without functions and relations defined by programs then our algorithm gives us the proof in a standard way. It uses the rules to decompose sequents i.e. the expressions of the form $X \|-Y$, where $X$ and $Y$ are two sequents of generalized formulas. If the constructed diagram of the considered classical formula is finite and all leaves are axioms then we get the proof of this formula. But when we want to prove an expression containing a function or relation defined by program then to explain this algorithm we take for example the formula $p\left(t_{1}, \ldots, t_{n}\right)=M i$. Thus Mi can be treated as the definition of the function $\varphi\left(t_{1}, \ldots, t_{n}\right)$. Our algorithm starts with the sequent of the form: $\|-\varphi\left(t_{1}, \ldots, t_{n}\right)=u$. Next we change the function by is definition $M$, so we get the sequent of the form $\|-M t=u$. After that we move the program $M$ outside the equality and we get $\|-M(t=u)$. Next we use the rules to decompose the program $M$ and we do it up to the moment, when we get the sequent composed only of the classical formulas from At. If such obtained sequent has on the right side of the symbol $\mid-$ only one classical formula of the form $r=u$ (where, intuitively saying $\tau$ is the result of the execution of the program $M$ on the term $t$ ) then we extend the set of axioms by adding the set of special axioms ie. sequents containing $u=\tau$ on the right side of the symbol $\|-$. Such an operation enables us to get the proof of the classical formula $\| \varphi\left(t_{1}, \ldots, t_{n}\right)=u$ by our system.

We explained the idea of the execution of the considered system and we showed how during the proof we ought to choose the special set of axioms.

Now we explain the activity and the usage of the retrieval system. The idea of working of this system avails itself of conception of resolution and Gentzen's
method. To realize our conception of looking for the axioms we introduce many options. Moreover the decomposition of the program while $\alpha$ do $K$ requires a special treatment.
Let us consider the following definitions:
$f(n)=K_{1} 2$
$\rho(x, y) \equiv K_{2} a$,
$k(x, y)=K_{3} z$,
$g(x)=K_{4} z_{1}$ where $K_{4}$ is of the form begin $i:=i+3 ; z:=x$ end,
$h(x, y)=K_{5} z$, where $K_{5}$ is of the form if $x=0$ then $z:=2$ else

$$
z:=h(x-1, h(x, y))
$$

By the above deflnitions our system will try to prove the following properties:

$$
f(1)=u, p(1,2) \equiv b, k(x, 1)=u_{1}, g\left(n^{4}\right)=u_{2}, h(1,2)=u_{3} .
$$

The environment of our system consists of two sets DEF and DAT. In DEF we write the definitions which are needed during the proof of considered expression. In DAT we put the formula which our system will try to prove. Using the above mentioned classical lormulas we shail give the graphic illustration of execution of our system:


After using the definition the retrieval system will try to prove the following expressions:


Our system finds the additional premises which enable us to prove the above properties:


Fig. 1

| ENVIRONMENT |  |
| :---: | :---: |
| DEF | DAT |
| $g(x)=K_{4}{ }^{2}$ | $g\left(n^{4}\right)=u_{2}$ |
|  |  |


| ENVIRONMENT |  |
| :---: | :---: |
| DEF | DAT |
| $h(x, y)=K_{s} z$ | $h(\mathbf{1}, \mathbf{2})=u_{3}$ |
|  |  |

After using the definition the retrieval system will try to prove the following expressions:

Our system finds the additional premises which enable us to prove the above properties:


Fig. 2
We have to mention that by the retrieval system we can verify the correctness of programs. To explain it let us consider the program defining the factorial i.e. $f(n)=K_{1} z$ (instead of $K_{1}$ we can consider another program defining the factorial). If we want to get the answer whether $K_{1}$ is well written i.e. whether the program $K_{1}$ really defines the factorial (for every natural number n ), we need to prove the expression of the form:

$$
f(0)=1 \wedge \forall_{x}(\neg(x=0) \rightarrow f(x)=x * f(x-1))
$$

because only the factorial fulfils this recursive condition. So a program defining a recursive function can be verified in such a manner.

The graphic illustration of the proof of correctness of program defining the factorial is as follows:

| ENVIRONMENT |  |
| :---: | :---: |
| DEF | DAT |
| $f(n)=K_{1} z$ | $f(0)=1 \wedge \forall_{x}(\neg(x=0) \rightarrow f(x)=x * f(x-1))$ |

After using the definition the retrieval system will try to prove the following expression:

$$
n:=0\left(K_{1} z\right)=1 \wedge \forall_{x}\left(\neg(x=0) \rightarrow\left(n:=x\left(K_{1} z\right)=x *\left(n:=(x-1)\left(K_{1} z\right)\right)\right)\right)
$$

The retrieval system will prove the above generalized formula.
Fig. 3

The above considered cxample as well as the others were tested and we present the time of execution (see paragraph 5.6, Table 1).

The above presented examples show that the constructed algorithm computes even such generalized formulas for which the standard computation is helpless since it cannot compile the program delining the function $h(x, y)$. However the retrieval system will be able to get the result.

In this paper we shall provide the major structures of the implementation. The generalized terms, formulas and programs are represented by the object TNODE consisting of four fields. Two fields are for the name of individual or propositional variable, logical constant, generalized quantifier, iteration quantifier, logical connectives and program connectives. The next two fields are the pointers of the same type as the considered object. The sequent is represented by the object consisting of two fields of the type TNODE and one field being a pointer to the object of the type of SEQUENT. These objects enable us to program the algorithm of retrieval system ( $R S$-algorithm).

When we consider the correctness of the program defining the factorial we can see that our system is able not only to prove the equalities of the form $\varphi\left(t_{1}, \ldots, t_{n}\right)=u$ or to verify the relations, but also it can prove the generalized formula from algorithmic logic. As an example we can prove the expression of the form:

$$
x>2 \rightarrow(f(x)=(x *(x-1) * f(x-2))) .
$$

All these possibilities are expressed in the language of algorithmic logic where the expressions $\varphi\left(t_{1}, \ldots, t_{n}\right)$ (i.e. Fecursive functions) can be defined by generalized terms of the form $K \tau$. Moreover we can prove or verify by RS-aigorithm the expressions from many theories. For example we siall formulate some of them:

1. If $x$ is a finite set and $y \subset x$ then the power of the set $y$ is less than the power of the set $x$, for every set $x$ and $y$ (it is a theorem of set theory),
2. If $T(x, y, z, v)$ is a trapezium then the angles $z y v$ and $z v y$ are equal (it is a theorem of geometry),
3. $\left(P(x) \rightarrow \forall_{x} Q(x)\right) \equiv \forall_{y}(P(x) \rightarrow Q(y))$ (it is a theorem of the calculus of quantifiers),
4. $\neg\left(\exists_{x} P(x) \vee \exists_{y} Q(v)\right) \vee \exists_{z}(P(z) \vee Q(\tau))$ (it is not a theorem of the calculus of quantifiers),
5. $(p \rightarrow(q \rightarrow s)) \rightarrow((p \rightarrow q) \rightarrow(p \rightarrow s))$ (it is a theorem of propositional logic),
6. $(X \cup Y) \backslash Z=(X \backslash Z) \cup(Y \backslash Z)$ (it is a theorem of boolean algebra),
7. $\forall_{x}\left(\left(\forall_{y} x \cup y=y \rightarrow x=0\right) \wedge\left(\forall_{y} x \cap y=y \rightarrow x=1\right)\right.$ ) (it is a theorem of lattice).

We shafl construct an expert system which will be able to solve problems in a similar way to the human brain. The procedures and functions may occur in the considered theorems while the program is being executed.

In the last section we shall study the decomposition of programs by using the model and we shall describe two rules which play an essential role in our considerations. In this section we shall formulate the RETRPROV-algorithm which enable us to prove theorems as well as to find a special set of axioms for expressions containing procedures and functions defined by programs. Some Gentzen method was considered by G. Mirkowska [61] and by A. Kolany in his manuscript. We shall not use the Gentzen's method but by a special kind of decomposition we shall get the result in an evidently shorter and speedier way than by using RS-algorithm. We shall present a few examples of using RETRPROV-algorithm for proving properties of programs. RETRPROV--algorithm enables us to determine whether a relation defined by program holds. Moreover it can be applied to Hoare's method for proving partial correctness of programs. If $M$ is a program, $\alpha$ is a generalized formula, and $\beta$ is an output generalized formula then the problem of partial correctness of program $M$ can be reduced to the question of whether the formula $(\tilde{} \wedge M \operatorname{RUE}) \rightarrow M \beta)$ is true.

Chapter 7 contains the concluding remarks and the summary of the author's contribution to automatic proving system

## Historical remarks

The starting-point of our considerations was an idea connected with functions defined by programs which was mentioned by A. Salwicki [89].

Today there exist many systems formalizing the mathematical semantics of programming languages. In the presented paper we consider a logical system in which the properties of programs are expressed. This Iogical system called algorithmic logic AL was initiated by A. Salwicki [88] in 1970. It includes expressions called programs and generalized formulas describing properties of programs. Programs are expressions built by means of substitutions as primitive programs being interpreted as assignment statements and by means of operations of composition, branching and iteration. These correspond to basic operations in programs written in high level languages such as FORTRAN, ALGOL or PASCAL. In that way an algebra of programs was obtained. This was not the aim in itself but an auxiliary step in the development of theory.

At first the axiomatizability of algorithmic logic was established by L. Banachowski [1], W. Dańko [21] and G. Mirkowska [58], [59], [60], [52], next the questions of effectivity problems of AL were studied by B. Chlebus
[17] and A. Kreczmar [48], [49]. Moreover many-valued algorithmic logic were considered by E. Perkowska [68] and H. Rasiowa [80]. Applications of algorithmic logic to procedures have been discussed by S. Radziszewski [77], H. Rasiowa [82] and others. Some logical systems enable us to examine non-deterministic algorithms. They are related to the dynamic logic formulated by V. Pratt [73] and investigated in several papers by D. Harel and V. Pratt [39] and K. Segerberg [90] as well as by G. Mirkowska [60], [61] in algorithmic logic with non-deterministic programs.
H. Thiele [96] and E. Engeler [27] were that first who were looking for formalized logical systems dealing with programs and their properties.

The history of automated deduction described in the literature is very extensive. Nowadays there are two methods often applied in automated theorem proving i.e. resolution which was studied by J. Robinson [83] and C. Green [33] and G. Gentzen's method [30].

Robinson used resolution for the first-order logic and showed its practical use. In fact, it is correct to say that all details connected with resolution were known before J. Robinson [83]. Resolution as a propositional rule was defined as a function and studied by A. Blake [9].

Next it became weil-known as Quine's consensus iuld [79] of the form:

$$
\frac{\|p ; p\|-q}{\|^{-q}-q}
$$

which in turn is just a variant of Gentzen's cut rule [30]

$$
\frac{X\|Y, p ; p, Z\|-W}{X, Z \|-Y, W}
$$

and is the generalized version of the modus ponens. Gentzen's method is competitive to all methods using resolution as a main rule (see M. Davis [23]).
B. Dunham and J. North [26] used the consensus rule in a version of W. V. Quine as a recognition-type rule for theorem proving. Unification, however, was first discovered by J. J. Herbrand [41] and used by D. Prawitz [74].

Robinson's achievements consisted in putting all these results together into a uniform and elegant calculus [84].

The linear relinement of resolution was introduced independently by D. W. Loveland ([52], [51]) and by D. Luckham [54].

Detailed comparisons of different proof procedures in the linear strategy were carried out by G. V. Davydov [24], D. W. Loveland [53], W. Bibel [3], W. Chang and L. Lee [16] and by D. W. Loveland [50].

The first implementation of a proof procedure for the first-order logic was done by D. Prawitz, H. Prawitz and N. Voghera in 1958/59 [75] and the lirst implementations of mathematical theorem proofs were done in the midfifties. For instance, in 1954 M. Davis [23] implemented Presburger's decision procedure for the arithmetic addition.

In 1956 A. Newell, J. Show and H. Simon [65] constructed a program called the logic theorist for proving theorems in propositional logic in a way which simulated the human problem solver.

In the world literature we can find a review of various proving systems e.g. R. S. Boyer and J. S. Moore [12] present one of them, which verifies the properties of recursive functions. This system employs the reduction and induction. Some lemmas in Boyer and Moore's interactive proving system are speciffed to be proved before their using in the main theorem.

Several heuristics make the proving theorems more general. This is an incomplete system. The heuristics enhance its effectiveness. This system verifies programs and theorems of mathematics and metamathematics (A. Bundy [14]), as well as Wilson's theorem (D. Rusinoff [86]).
L. M. Hines's system of proving theorems [45], [44] transforms several simple conclusions inte more general ones which simplifies concluding due to elimination of auxiliary results.

In consequence the usage of these rules is bounded which, however, does not detract from the value of the results or accelerates the proving process.

The next proving system constructed by S. A. Miller and L. K. Schubert [56] recognizes natural language. It is a hybrid system namely a resolution proving system equipped with the specialized concluding modules concentrating on the fixed data structure which accelerates concluding. In this system there are modules calculating in the arithmetic theory and the set theory. This module was described by J. Haan and L. K. Schubert [38]. The theorems which are proved by this system are formulated in the language of the first-order predicate calculus.
H. S. Jonsohn, R. Landwehr, G. Writson [46], [47] present an interactive proving system based on J. A. Robinson's solution [85]. This system accepts expressions of lambda calculus. This system applies semantic approach in generating proofs by contradiction.

The next system constructed by S. Greenbaum [34], [35] uses various variants of the resolution method. Complex data structures make it possible to avoid redundancy which results from storing a lot of copies of the same objects and to accelerate the search of required information from a data base.
M. E. Stickel's system [94], [93], [92], [91] is based on the resolution method represented by graph. The formulas including the equality symbol are simplified by means of a reduction system. One element of this system is a prologlike proving system.
M. Gordon, A. Milner and C. Wadsworth [32] and M. J. C. Gordon [31] tested LCF program which verifies the properties of calculable functions defined in the language of the first-order predicate calculus and lambda calculus. The strategies of theorem proving were formulated by L. Cardelli in user-friendly programming language ML [15]. This system was applied in testing several standard mathematical theorems. It was also tested by L. Paulson [67].
E. L. Lusk, W. W. McCune and R. A. Overbeek [55] constructed programs which enable the user to apply many functions from different proving systems. These programs are convenient to use. The elements of this system are grouped into five levels.

- In the first level there are several implementations of primitive types nonexistent in Pascal.
- In the second level the type "object" was implemented. On the elements of the type "object" we can use the unification and the substitution rule. In this level there are mechanisms allowing to represent and to use logical formulas and then substitution. Moreover each object can have some attributes.
- On the third level we can use functions allowing to conclude by resolution and to absorb clausules.
- On the fourth level it is possible to do a configuration of the whole proving systems. The systems on this level are represented by independent processes.
- On the fifth level the modules are able to manage the processes from the fourth level. The tools in this system are general enough to construct the proving theorem system in lambda calculus, the system of natural deduction, Genizen's system and the system based on the resolution rule.
K. M. G. Raph [78], K. Blasius, N. Eisinger, J. Siekmann, G. Smolka, A. Herold, C. Walter [10], A. Bundy [14] and H. J. Olbach [66] constructed the system in Kaiserslautern and Karlsrube which belongs to the greatest projects of this type. This system assumes that proving theorems requires extensive, specific knowledge which is used to formulate theorems. It consists of two levels:
- The aim of the first level is to gather information (axioms, definitions etc.) which is specific for the considered problem and to decide about the way of proving. Moreover this level chooses the proper strategy and makes the suitable modules active.
- The second level is based on the structure of graph in which each edge is a potential step in concluding in the set of clausules e.g. the edge of the graph means using resolution or factorization. Concluding is possible because of special modules. One of them transforms formulas into clausules. Later they are grouped to form the edges of the graph. Then the graph is reduced by absorption of clausules. Next module includes the unification algorithm for the formulas with identity. Another module chooses various strategies of
proving theorems. Next module contains adopting procedures of division and simplification of the diagram of the graph. By means of this module it is possible to discover the loops caused by frequent usage of the same lemma. The clausules derived from the considered theorem have priority. Useless edges of the graph resulted from tautologies are reduced. Using this module we often lose completeness of this strategy of proving. All these modules improve effectiveness of this system.
Next system constructed by T. C. Wang [99] is based on resolution. Additionally in each constructed clausule there is information about "history" of clausules. It makes possible to limit the form of the generated proofs. This method finds some special cases of absorption.

In this system there exists a semantical approach to proving theorems. The system will consider only these clausules which are accepted in the model. In [99] we can find examples of proved theorems.

The proving theorem system constructed by S. Wolfram and Ch. Cole and described by A. Bundy in [14] is an interactive system which facilitates manipulation of mathematical expressions. This system can perform the following operations:

1. Decomposition of mathematical expressions,
2. Operations on polynomials,
3. Solution of linear and not linear equations of several variables,
4. Differentation and integration of the wide class of expressions,
5. Operations on matrices,
6. Operations on finite and infinite series (limitation, addition, multiplication).
This system enables the user access to various mathematical environment: - numerical calculations,

- graphic representation of mathematical expressions,
- advanced programming language,
- intcractive communication.
W. Bledsone and M. Tyson [11] constructed Gentzen's interactive system for proving theorems of the first-order predicate calculus. The key idea of the system is based on dividing the problem into many subproblems. It is possible to use mathematical induction. The user can influence the process of searching the proof and indicate the optional rule of conclusion. This system was described by A. Bundy in [14].

Some aspects on automatic theorem proving were described by A. Biela and M. Wojtylak in [8].
A. Trybulec [97] developed the well-known MIZAR proof-checking system based on the resolution method.

11th International Conference, TPHOLs'98, Canberra, Australia, September 27-October 1 was dedicated to current aspects of theorem proving in
higher order logics and formal verification and program analysis. Besides the HOL system, the theorem provers Coq, Isabelle, Lambda, Lego, Nuprl and PVS were discussed and published in Proceedings [36].
J. Harrison in [40] combines traditional lines of research in theorem proving and shows the usefulness of real numbers in verification.

This analysis of literature on automatic theorem proving points out that there are many interesting systems.

Our considerations strongly vary from the above-mentioned studies, since our logic contains a built-in notion of program and because these considerations enable us to prove theorems which include programs. Our constructed system enables us to find assumptions which are necessary for the proof of expressions which are not theorems. Then this system looks for the special assumptions during the execution of program and tries to finish the proof. After finishing the proof this system shows us all the adopted assumptions. Using this system the partial correctness and equivalence of programs can be determined.

## PART I

## Chapter 2

## Basic definitions

### 2.1 The language of $A L$

To construct a language of algorithmic logic we have to distinguish a set of signs called the alphabet and to give some syntax rules of creating syntactically admissible expressions in the language.

The alphabet L of algorithmic logic AL consists of the union of disjoint and at most denumerable sets:

1. V the infinite set of individual variables,
2. $V_{0}$ the infinite set of propositional variables, we assume that the set $V_{s} \cup V$ is linearly ordered by a certain ordering relation,
3. $\mathcal{N}$ the set of non-negative integers and $N=\mathscr{N} \backslash\{0\}$,
4. $\bigcup_{m e N} P_{m}$ where $P_{m}$ is the set of $m$-argument predicates,
5. $\bigcup_{m \in \mathcal{N}} \Phi_{m}$, where $\Phi_{m}$ denotes the set of m-argument function symbols,
6. $\{T R U E, F A L S E\}$ the set of logical constants,
7. $\{\neg, \wedge, \vee, \rightarrow\}$ the set of logical connectives: $\neg$ (negation), $\wedge$ (conjunction), $\vee$ (disjunction) and $\rightarrow$ (implication),
8. $\{\forall\}$ the set of general quantifier $/ \exists$ means $-\forall \neg /$,
9. $\{\cup, \cap\}$ the set of existential iteration quantifier and the universal iteration quantifier respectively,
10. \{begin - ; end, if - then - else - , while - do -\} the set of program connectives called composition, branching and iteration respectively,
11. $\{0, /,[]$,$\} the set of auxiliary signs.$

The standard delinitions of the sets $T_{o}, F_{o}, S_{o}, S F$ of classical terms, classical open formulas, substitutions as assignment instructions, programs, and generalized formulas sometimes called formulas may be found in L. Bana-
chowski [1], G. Mirkowska and A. Salwicki [64] and A. Biela [5]. We recall these definitions.

By the set $T_{0}$ all classical terms we shall understand the least set of expressions closed under the following two formation rules:
t1. If $x \in V$ then $x \in T_{o}$,
12. If $\varphi \in \Phi_{m}$ for some $m \in \mathcal{N}$ and $\tau_{1}, \ldots, \tau_{m} \in T_{0}$ are classical terms then $\varphi\left(\tau_{1}, \ldots, \tau_{m}\right) \in T_{0} . \square$

By the set $F_{0}$ of all classical open formulas we shall understand the least set of expressions closed under the formation rules:
f1. $V_{o} \cup\{$ TRUE, FALSE $\} \subset F_{0}$,
f2. If $\rho \in P_{m}$ for some $m \in N$ and $\tau_{1}, \ldots, \tau_{m} \in \tau_{0}$ then $\rho\left(\tau_{1}, \ldots, \tau_{m}\right) \in F_{o}$,
f3. If $\alpha, \beta \in F_{o}$ then $\neg(\alpha),(\alpha \wedge \beta),(\alpha \vee \beta),(\alpha \rightarrow \beta) \in F_{0} . \square$
The set (denote it by At and call atomic formulas) is created by usage of f1, f 2 formation rules oniy. By an elementary formula we shall understand any classical open formula of the form $\rho\left(\tau_{\dot{\alpha}}, \ldots, \tau_{m}\right)$. Let $\mathbf{E}$ be the set of all elementary formulas.

The set $S_{o}$ of assignment instructions is the set of all expressions of the form:
(a) $\left[x_{1} / \tau_{1}, \ldots, x_{n} / \tau_{n}, a_{1} / \alpha_{1}, \ldots, a_{m} / \alpha_{m}\right]$ for $n, \mathrm{~m} \in \mathrm{~N}$, where $x_{1}, \ldots, x_{n}$ (respectively $a_{1}, \ldots, a_{m}$ ) are pairwise different individual (respectively propositional) variables, $\tau_{1}, \ldots, \tau_{n}$ are classical terms and $\alpha_{1}, \ldots, \alpha_{m}$ are classical open formulas.

The set $S$ of programs is the least set containing all elements of $S_{0}$ closed under the formation rule:
s1. If $\alpha \in F_{0}$ and $K, M \in S$ then begin $K ; M$ end, if $\alpha$ then $K$ else $M$, while $\alpha$ do $K$ $\in S$.

Sometimes the programs begin $K ; M$ end, if $\alpha$ then $K$ else $M$, while $\alpha$ do $K$ will be denoted by $[K M], \vee[\alpha K M], *[\alpha K]$ respectively. Let us denote $\left[K_{1}\left[K_{2}\left[\ldots\left[K_{m-1} K_{m}\right] \ldots\right]\right]\right]$ by $\left[K_{1} \ldots K_{m}\right]$ for $m \geq 2$

The set $T$ of all generalized terms is the least set containing $T_{0}$ closed under the following formation rules of construction:

1. If $\tau_{1}, \ldots, \tau_{n}$ are generalized terms then $\varphi\left(\tau_{1}, \ldots, \tau_{n}\right) \in T$,
2. If $K \in S$ and $\tau \in T$ then $K \tau \in T$.

The set $F$ of generalized formulas is the least set satisfying the following conditions:

1. $F_{o} \subset F$,
2. If $\alpha, \beta \in F$ then $-(\alpha),(\alpha \wedge \beta),(\alpha \vee \beta),(\alpha \rightarrow \beta) \in F$,
3. If $K \in S$ and $\alpha \in F$ then $K \alpha, \bigcup K \alpha, \cap K \alpha \in F$, where $\cup$ and $\cap$ denote the existential and universal iterational quantifiers respectively.

The set $F_{\forall}$ of generalized formulas with quantifiers is the least set satisfying the following conditions:
q1. $F_{o} \subset F_{\forall}$,
q2. If $\alpha, \beta \in F_{\forall}$ then $\neg(\alpha),(\alpha \wedge \beta),(\alpha \vee \beta),(\alpha \rightarrow \beta) \in F_{\psi}$,
q3. If $K \in S$ and $\alpha \in F_{\vee}$ then $K \alpha, \bigcup K \alpha, \cap K \alpha \in F_{\forall}$, where $\cup$ and $\cap$ denote the existential and universal iterational quantifiers respectively,
q4. If $\alpha \in F_{\forall}$ and $x \in \mathrm{~V}$ then $\exists_{x} \alpha, \forall_{x} \alpha \in F_{\forall}$.
By the language of AL we shall mean the system $\mathscr{L}=\left\langle L, T_{o}, F_{o}, S_{o}\right.$, $S, F>$ and by the language with generalized terms we shall mean the system $\mathscr{L}^{\prime}=<L, T_{0}, F_{a}, S_{o}, S, T, F^{\prime}>$, where $F^{\prime}$ additionally is closed under the following formation rule:
(i) If $\tau_{1}, \ldots, \tau_{n}$ are generalized terms then $\rho\left(\tau_{1}, \ldots, \tau_{n}\right) \in F^{\prime}$, where $\rho$ is an n-argument predicate symbol.

By the language of the extended algorithmic logic of the first order, with classical quantifiers introduced by L. Banachowski [1] we shall mean the system $\left.\mathscr{L}^{\prime \prime}=<L, T_{0}, F_{0}, S_{o}, S, F_{v}\right\rangle$.

We shall denote by $\mathscr{( \zeta )}$ the set of all individual and propositional variables of the expression $\zeta$. Let $\emptyset$ denotes the empty set and $P(X)$ denotes the set of all subset of the set $X$.

If $s \in S$ is of the form (a) then the expression obtained from the expression $\zeta$ by simultaneously replacing all occurrences of the variables $x_{i}, a_{j} \in\left\{x_{1}, \ldots, x_{n}\right.$, $\left.a_{1}, \ldots, a_{m}\right\}$ by the expressions $\tau_{i}, \alpha_{j}$ for $1 \leq i \leq n, 1 \leq j \leq m$ will be denoted by $s \zeta$.

### 2.2 Realization of an algorithmic language

Let $U$ be a non-empty set and let $\mathscr{B}_{0}=\left\langle B_{0}, \cup, \cap, \mapsto,-, \Lambda_{0}, V_{0}\right\rangle$ be a twoelement boolean algebra with the unit element $V_{o}$ and the zero-element $\Lambda_{o}$ and $B_{a}=\left\{\Lambda_{0}, \bigvee_{0}\right\}$, where - is a complementation and $\cup, n, \rightarrow$ are binary operations on $B_{o}$ such that $x \cap y$ is the infimum, $x \cup y$ is the supremum and $x \mapsto y=-x \cup y$. Let $U^{n}=\underbrace{U \times \ldots \times U}_{\pi-\text { ilmes }}$ be a Cartesian product of the set $U$.

By a valuation $v$ in the set $U$ and the algebra $F_{0}$ we shall understand any mapping of the set of individual variables and propositional variables into $U$ or $B_{0}$. respectively. The set of all valuations will be denoted by $W$. $\square$

By a realization (see L. Banachowski [1], G. Mirkowska and A. Salwicki [64], A. Biela [5]) of the language $\mathscr{L}^{\prime}$ in a non-empty set $U$ and in the boolean algebra $\mathscr{B}_{0}$ we shall understand any mapping $\mathscr{B}$ assigning to each functor $\varphi$, a function $\varphi_{s}: U^{n} \rightarrow U$ and to each predicate $\rho$, a function $\rho_{g}: U^{n}-B_{0}$. Any realization $\mathscr{R}$ induces mappings $\tau_{g}: W\{L O O P\} \rightarrow U \cup\{L O O P\}$ for $\tau \in T$, $s_{g}: W \cup\{L O O P\} \rightarrow W \cup\{L O O P\}$ for $s \in S_{o}, \alpha_{g}: W \cup\{L O O P\} \rightarrow B_{0}$ for $\alpha \in F^{\prime}$ and mappings $K_{\nrightarrow} \subset W \cup\{L O O P\} \times W \cup\{L O O P\}$ for $K \in S$. LOOP differs from any other element of AL and intuitively means that the value of a program in a realization and a valuation is not defined. We give the precise definitions of these functions.

Let $v \in W$ then
(i) $w_{g}(v)=v(w), x_{g}(L O O P)=L O O P$ and $p_{\mathscr{F}}(L O O P)=\bigwedge_{0}$ for every individual and propositional variable $w$ and for every individual variable $x$ and for every propositional variable $p$,
(ii) $\varphi\left(\tau_{1}, \ldots, \tau_{n}\right)_{\mathscr{R}}(v)= \begin{cases}\varphi_{\mathscr{F}}\left(\tau_{1 \mathcal{B}}(v), \ldots, \tau_{\pi \mathscr{G}}(v)\right) & \text { if } \tau_{i g}(v) \text { are defined } \\ & \text { for every } 1 \leq i \leq n \\ L O O P & \text { in the opposite case }\end{cases}$

(iv) $s_{\mathfrak{q}}(v)=v^{\prime}$ and $s_{\boldsymbol{g}}(L O O P)=L O O P$ for every assignment instruction $s$ of the form (a), where

$$
v^{\prime}(z)=\left\{\begin{array}{l}
v(z) \text { for } z \notin\left\{x_{1}, \ldots, x_{n}, a_{1}, \ldots, a_{m}\right\} \\
\tau_{i g}(v) \text { if } z=x_{i} \text { for some } 1 \leq i \leq n \\
\alpha_{j q}(v) \quad \text { ir } z=a_{j} \text { for some } 1 \leq j \leq m
\end{array}\right.
$$

Obviously []$_{R}(v)=v$,
(v) $\operatorname{TRU} E_{g}(v)=\bigvee_{0}, F A L S E_{g}(v)=\Lambda_{o}$,
(vi) $\left(\neg \alpha_{g}\right)(v)=-\alpha_{g}(v)$,
$(\alpha \wedge \beta)_{g}(v)=\alpha_{g}(v) \cap \beta_{g}(v)$,
$(\alpha \vee \beta)_{G}(v)=\alpha_{G}(v) \cup \beta_{g}(v)$,
$(\alpha \rightarrow \beta)_{g}(v)=\alpha_{g}(v) \mapsto \beta_{g}(v)$, for every classical open formulas $\alpha, \beta \in F_{o}$,
(iii) If $\alpha \in F_{0}$ and $K, M \in S$ then
$[K M]_{\mathfrak{g}}(v)= \begin{cases}M_{g}\left(K_{g}(v)\right) & \text { if } K_{g}(v) \text { and } M_{\mathfrak{g}}\left(K_{g}(v)\right) \text { are defined } \\ L O O P & \text { in the opposite case }\end{cases}$
$v[\alpha K M]_{\mathscr{R}}(v)= \begin{cases}K_{\mathscr{G}}(v) & \text { if } \alpha_{\mathscr{G}}(v)=V_{0} \text { and } K_{\mathscr{R}}(v) \text { is defined } \\ M_{\mathscr{G}}(v) & \text { if } \alpha_{\mathscr{G}}(v)=\bigwedge_{0} \text { and } M_{\mathscr{R}}(v) \text { is defined } \\ L O O P & \text { in the oppositc case }\end{cases}$
$*[\alpha K]_{\mathscr{R}}(v)= \begin{cases}K_{\mathscr{G}}^{i}(v) & \text { where } i \text { is the natural number such that } \\ & \left(K^{i} \alpha_{\mathscr{R}}(v)=\wedge_{o}, K_{\mathscr{G}}^{i}(v) \text { is defined and }\right. \\ \left(K^{j} \alpha\right)_{\mathscr{G}}(v)=V_{0} \text { for every } j<i \\ L O O P & \text { if such } i \text { does not exist }\end{cases}$
(viii) If $K \in S$ and $\tau \in T$ then

$$
(K \tau)_{\mathscr{G}}(v)= \begin{cases}\tau_{\mathscr{G}}\left(K_{\mathscr{P}}(v)\right) & \text { if } K_{\mathscr{G}}(v) \text { is defined } \\ L O O P & \text { otherwise }\end{cases}
$$

(ix) If $\alpha \in F^{\prime}$ and $K \in S$ then

$$
\begin{gathered}
(K \alpha)_{\mathscr{G}}(v)= \begin{cases}\alpha_{\mathscr{G}}\left(K_{\mathscr{Q}}(v)\right) \text { if } K_{\mathscr{G}}(v) \text { is defined } \\
\bigwedge_{0} & \text { otherwise }\end{cases} \\
(\cup K \alpha)_{\mathscr{M}}(v)=\sup \left\{\left(K^{i} \alpha\right)_{\mathscr{F}}(v): i \in \mathscr{N}\right\} \\
(\cap K \alpha)_{\mathscr{R}}(v)=\inf \left\{\left(K^{i} \alpha\right)_{\mathscr{R}}(v): i \in \mathcal{N}\right\}
\end{gathered}
$$

where $K^{o} \alpha=\alpha$ and $K^{i+1} \alpha=K\left(K^{i} \alpha\right)$ for every $\alpha, \beta \in F^{\prime}$.
(x) The equalities from (vi) for every $\alpha, \beta \in F^{r}$.

If we consider the language $\mathscr{L}^{\prime \prime}$ then we omit the point (viii) and we change $F^{r}$ into $F_{\forall}$ and we add a new point:
(xi) If $\alpha \in F_{v}$ and $x \in V$ then $\left(\exists_{x} \alpha\right)_{g}(v)=\sup \left\{\alpha_{g}\left(v_{j}\right): j \in U\right\}$ and $\left(\nabla_{x} \alpha\right)_{g}(v)=\inf$ $\left\{\alpha_{g}\left(v_{j}\right): j \in U\right\}$, where $v_{j}(x)=j$ and $v_{j}(z)=v(z)$ for any $v \in W$ and $z \neq x$.

To illustrate the meaning of the generalized formula of the form $K a$ for $a \in V_{0}$ let us consider the language of arithmetic system in the set of nonnegative integers using $s$ as successor function, 0 as the number zero and $=$ as the identity relation. For the sequel considerations we shall use alpha $\alpha=\beta$ instead of $(\alpha \rightarrow \beta) \wedge(\beta \rightarrow \alpha)$ It is easy to see that for $K$ of the form:

$$
\begin{gathered}
\vee[(x=y)[a / F A L S E][[u / 0] ;[*[-((u=y) \vee(u=x)[u / s(u)]] ; \\
\vee[(u=x)[a / T R U E][a / F A L S E]]]]]
\end{gathered}
$$

the relation < less than is definable by using the generalized formula $K a$ in the following way: $x<y \equiv K a$. In other words we can say that in the language with the separate symbol < the above mentioned formula may be an axiom for the relation less than in the arithmetic system. We illustrate the generalized formulas of the form $\bigcup K \alpha$ and $\cap K \alpha$ :

$$
[x / 0] \cup[x / x+1](x=y), \quad[x / 1] \cap[x / x+1] \neg(x=0) .
$$

We shall say that a generalized formula $\alpha \in F^{\prime}$ is valid in the model $\mathscr{A}=\left\langle U, \mathscr{H}_{o}, \mathscr{R}\right\rangle / \mathscr{M}=\alpha /$ iff $\alpha_{\mathfrak{g}}(v)=V_{0}$ for every $v \in W$.

We shall say that $v$ is the valuation in a model if it is the valuation in the set $U$ and the algebra $\mathscr{P}_{\circ}$ of this model.

A mapping $C$ defined on the set of all subsets of formulas is a consequence operation if for every sets $X, Y$ of formulas the following conditions hold:

1. $X \subset C(X)$,
2. $C(C(X)) \subset C(X)$,
3. $C(X) \subset C(Y)$ whenever $X \subset Y$.

We define the semantic consequence operation $C^{\risingdotseq}$ in the language $\mathscr{L}^{\prime}$.
A generalized formula $\alpha \in F^{\prime}$ is said to be a semantic consequence operation of the set $X \subset F^{\prime}$ (in symbols $\alpha \in C^{F}(X)$ ) iff for every model $\left\langle U, \mathscr{B}_{0}, \mathscr{R}>\right.$ the following condition holds: if every generalized formula $\beta \in X$ is valid in the model $\langle U, \mathscr{R}, \mathscr{R}\rangle$, then $\alpha$ is valid in the same model.

A generalized formula $\alpha \in F^{\prime}$ is called a tautology iff $\alpha \in C^{F}(\emptyset)$.
Obviously for the other languages the definitions are analogous. G. Mirkowska [58] proved that the semantic consequence operation is not linitistic so there exist a generalized formula $\alpha \in F^{\prime}$ and $X \subset F^{\prime}$ such $\alpha \in C^{\prime}(X)$ but $\alpha \notin C^{\vDash}\left(X_{o}\right)$ for any finite subset $X_{o} \subset X$. Therefore any axiomatization of $C^{\vDash}(\emptyset)$ needs at least one rule with an infinite set of premises.

By a rule we mean the set of sequents of the form $\langle X, \alpha\rangle$, where $X$ is a set of formulas called premises and $\alpha$ is a formula called conclusion.

For any subset $D$ of the set of programs we say that the rule $r$ is $D$-admissible rule of the consequence operation $C$ iff for every sequent $\langle X, \alpha\rangle \in r$ and for every $K \in D$ :

$$
\text { if } K X \subset C(\emptyset) \text { then } K \alpha \in C(\emptyset)
$$

If $D$ is the set of all primitive programs (i.e. assignment instructions) then instead of saying that the rule $r$ is $D$-admissible we say that the rule $r$ is an admissible rule.

A rule $r$ is said to be a derivable rule of the consequence operation $C$ iff for every sequent $<X, \alpha>\in T$ we get $\alpha \in C(X)$.

We shall say that a generalized formula $\alpha$ is an element of the set $\Phi$ iff there exists a classical formula $\beta$ (i.e. the formula without programs) such that $\alpha$ and $\beta$ are eqivalent.

A rule $r$ is finitary iff for every sequent $\langle X, \alpha\rangle \epsilon_{r}$ the set $X$ is finite and $X \cup\{\alpha\} \subset \mathscr{L}$.

We say that a consequence operation $C$ is complete iff $C(\alpha)=F$ for every $\alpha \notin C(\phi)$.

### 2.3 A deductive system for AL

For $\alpha, \hat{\beta}, \dot{\lambda} \in \bar{F}, \dot{\delta} \in F_{o}, s \in S_{o}$ and $K, M \in S$ we detine the notion of an axiom of algorithmic logic which will be understood as any generalized formula of one of the following forms:

$$
\begin{aligned}
& \text { A1 }(\alpha \rightarrow \beta) \rightarrow((\beta \rightarrow \lambda) \rightarrow(\alpha \rightarrow \lambda)) \\
& \text { A2 } \alpha \rightarrow(\alpha \vee \beta) \\
& \text { A3 } \beta \rightarrow(\alpha \vee \beta) \\
& \text { A4 }(\alpha \rightarrow \lambda) \rightarrow((\beta \rightarrow \lambda) \rightarrow((\alpha \vee \beta) \rightarrow \lambda)) \\
& \text { A5 }(\alpha \wedge \beta) \rightarrow \beta \\
& \text { A6 }(\alpha \wedge \beta) \rightarrow \alpha \\
& \text { A7 }(\alpha \rightarrow \beta) \rightarrow((\alpha \rightarrow \lambda) \rightarrow(\alpha \rightarrow(\beta \wedge \lambda))) \\
& \text { A8 }(\alpha \rightarrow(\beta \rightarrow \lambda)) \rightarrow((\alpha \wedge \beta) \rightarrow \lambda) \\
& \text { A9 }((\alpha \wedge \beta) \rightarrow \lambda) \rightarrow(\alpha \rightarrow(\beta \rightarrow \lambda)) \\
& \text { A10 }(\alpha \wedge \neg \alpha) \rightarrow \beta \\
& \text { A11 }(\alpha \rightarrow(\alpha \wedge \neg \alpha)) \rightarrow \neg \alpha \\
& \text { A12 } \alpha \vee \neg \alpha \\
& \text { A13 } 7 R U E \wedge \neg F A L S E \\
& \text { A14 s } \equiv \bar{s} \bar{\prime} \\
& \text { A15 } K(\alpha \vee \beta) \equiv(K \alpha \vee K \beta) \\
& \text { A16 } K(\alpha \wedge \beta) \equiv(K \alpha \wedge K \beta) \\
& \text { A17 } K \neg \alpha \rightarrow \neg K \alpha \\
& \text { A18 } K \operatorname{TRUE} \rightarrow(\neg K \alpha \rightarrow K \neg \alpha) \\
& \text { A19 } K(\alpha \rightarrow \beta) \rightarrow(K \alpha \rightarrow \beta)
\end{aligned}
$$

A20 $K \operatorname{TRU} E \rightarrow((K \alpha \rightarrow K \beta) \rightarrow K(\alpha \rightarrow \beta))$
A21 $M \bigcup K \alpha \equiv(M \alpha \vee M \bigcup K(K \alpha))$
A22 $M \cap K \alpha \equiv(M \alpha \wedge M \cap K(K \alpha))$
A23 [ $K M] \alpha \equiv K(M \alpha)$
A24 $\vee[\delta K M] \alpha \equiv((\delta \wedge K \alpha) \vee(\neg \delta \wedge M \alpha))$
$\mathrm{A} 25 *[\delta K] \alpha \equiv \bigcup \vee[\delta K[]](\neg \delta \wedge \alpha)$
A26[] $\alpha \equiv \alpha$
Let $A x$ denotes the set of all axioms and let $R$ be the set of rules of inference:

$$
\begin{gathered}
r_{0}: \frac{\alpha, \alpha \rightarrow \beta}{\beta} \quad r_{1}: \frac{\alpha, K \operatorname{TRUE}}{K \alpha} \\
r_{2}: \frac{\left\{\lambda \rightarrow M K^{i} \alpha: i \in \mathcal{N}\right\}}{\lambda \rightarrow M \cap K \alpha} \quad r_{3}: \frac{\left\{M K^{i} \alpha \rightarrow \lambda: i \in \mathcal{N}\right\}}{M \bigcup K \alpha \rightarrow \lambda}
\end{gathered}
$$

Since two rules have infinite sets of premises, so we define the consequence operation by using ordinal numbers.

Definition 1. Let $\gamma, \mu$ be any ordinal numbers less than the smallest uncountable ordinal number $\Omega$. The consequence operation of algorithmic logic is defined for $X \subset F$ as follows:
(1) $C_{R}^{o}(X)=A x \cup X$,
(2) $C_{R}^{\gamma+1}(X)=C_{R}^{\gamma}(X) \cup\left\{\alpha \in F:<Z, \alpha>\in r\right.$ for some $r \in R$ and $\left.Z \subset C_{R}^{\gamma}(X)\right\}$,
(3) $C_{R}^{\gamma}(X)=\bigcup\left\{C_{R}^{\mu}(X): \mu<\gamma\right\}$, when is a limit ordinal,
(4) $C_{R}(X)=\bigcup\left\{C_{R}^{\gamma}(X): \gamma<\Omega\right\}$.

The following theorem was proved by G. Mirkowska [58].
Theorem 1. $C^{\vDash}(X)=C_{R}(X)$ for every $X \subset F$.
We shall write $X \vdash \alpha$ instead of $\alpha \in C_{R}(X)$ and $\mid-\alpha$ when $X$ is empty. Any two generalized formulas $\alpha$ and $\beta$ are equivalent iff $\vdash \alpha \equiv \beta$.

Let $\mathscr{A}=\left\langle A, f_{1}, \ldots, f_{n}\right\rangle$ and $\mathscr{B}=\left\langle B, g_{1}, \ldots, g_{n}\right\rangle$ be two similar algebras, i.e. algebras of the same type. A mapping $h: A \rightarrow B$ such that $h\left(f_{i}\left(a_{1}, \ldots, a_{k}\right)\right)=g_{i}\left(h\left(a_{1}\right), \ldots, h\left(a_{k}\right)\right)$, for all $i \leq n$ and $a_{1}, \ldots, a_{k} \in A$ is called a homomorphism.

A homomorphism $h$ is an endomorphism if $\mathscr{G}=\mathscr{A}$. Any propositional language can be treated as a special algebra $\mathscr{C}=\left\langle C, F_{1}, \ldots, F_{n}\right\rangle$, where $F_{i}(1 \leq i \leq n)$ denotes the operator of forming $F_{i}$-propositions. Such algebraic treatment of propositional connectives appeared to be very useful.

The rule $r_{1}$, as it can be easily seen, reminds of the substitution rule, but really it is not the substitution rule, since a substitution rule ought to be delined as a function i.e. an endomorphism delined on set of atomic formulas with values in the set of all formulas. Unfortunately we can see that this rule transforms any formula $\rho\left(\tau_{\mathrm{I}}, \ldots, \tau_{n}\right)$ only into the formula of the form $\rho\left(\tau_{1}^{\prime}, \ldots, \tau_{n}^{\prime}\right)$ but not for example into the conjunction of two formulas. Our aim, however, is to get, maybe under certain restrictions, a standard definition of the rule of substitution.

## Chapter 3

## The substitution rule

### 3.1 The notion of ( $e, g$ )-function and $K_{g}^{e}$ program

In this chapter we shall introduce the notion of program-substitution in AL and we shall prove that it is in accordance with the basic intuitional notion of the standard substitution.

In this paragraph we shall try to separate from all endomorphisms such of them that preserve the main properties of programs.

Let $e: A t \rightarrow F_{0}$ be a mapping such that $e(T R U E)=\operatorname{TRUE}$ and $e(F A L S E)=F A L S E$. Let $h^{e}: F_{u} \rightarrow F_{0}$ be an extension of $e$ fulfuling the following conditions:

1. $h^{e}(\alpha)=e(\alpha)$ for $\alpha \in A t$,
2. $h^{e}(\neg \beta)=\neg h^{e}(\beta)$,
3. $h^{e}(\beta \bullet \lambda)=h^{e}(\beta) \bullet h^{e}(\lambda)$ for $\beta, \lambda \in F_{0}$ and $\bullet \in\{\Lambda, \vee, \rightarrow\}$.

It is easily seen that $h^{e}: F_{0} \rightarrow F_{0}$ is an endomorphism and that it is the only extension of $e: A t \rightarrow F_{0}$ fulfilling (1), (2), and (3).

From all endomorphisms $h^{e}$ defined on $F_{o}$ we shall try separating the ones, whose special extensions $p$ to the set $F$, which will be called the programsubstitution, satisfy the following meta-condition:
(b) $p\left(C_{R}(\emptyset)\right) \subset C_{R}(\emptyset)$.

The condition (b) guarantees that the set of all algorithmic theses of AL will be closed under these functions. Now we present two examples showing the difficulties which we will have to overcome.

Example 1. Observe that it is inpossible to define $p: F \rightarrow F$ for the generalized formula of the form $K \alpha$ by the equality $p(K \alpha)=K(p(\alpha))$, simultaneously maintaining the properties of homomorphism. To visualize this, assume that $\varepsilon(\rho(x))=\rho(x) \wedge \rho(y)$ and let $x, y, z$ denote different individual variables. As an immediate consequence we get

```
    \(p([y / z] \rho(x))=[y / z](\rho(x) \wedge \rho(y))\) and \(p(\overline{[y / z}] \rho(x))=\rho(x) \wedge \rho(y)\)
since \(\rho(\rho(x))=h^{e}(\rho(x))=e(\rho(x))\). According to the axiom Ail and (b) we get
\(1-(\rho(x) \wedge \rho(y))=(\rho(x) \wedge \rho(z))\) which is impossible.
Example 2. It can be easily seen that an endomorphism \(h^{r}\) on \(F_{0}\) cannot be extended to the function \(p: F \rightarrow F\) if \(p\) satislies the condition \(p(K \alpha)=K^{\prime} p(\alpha)\) where \(K \alpha\) is the generalized formula and \(K^{\prime}\) is a program.
For this purpose let
```

$$
e(a)=a \wedge f A L S E \text { for } a \in V_{0} .
$$

Then

$$
p([a /(a \rightarrow a)] a)=[a / a \rightarrow a]^{\prime}(a \wedge F A L S E)
$$

and

$$
p(\overline{[a /(a \rightarrow a)] \bar{a})}=p(a) \rightarrow p(a) .
$$

Hence, by (b) and A14 it follows that $f$ FALSE $\equiv$ TRUE, which is ralse.
At first we shall introduce a few definitions to illustrate the aim we set at the beginning of the point (b).

Definition 2. For the further considerations we shall use the symbol $g$, sometimes with indices, for any one-one mapping of the set $V \cup V_{o}$ into $V \cup V_{0}$ such that $g(V) \subset V$ and $g\left(V_{0}\right) \subset V_{0}$. We denote by $G$ the set of all of these mappings. Any such mappings can be extended to the function $g^{\prime}$ defined on $T_{0} \cup F_{0}$ by putting:

1. $g^{\prime}(z)=g(z)$ for every $z \in V \cup V_{a}$,
2. $g^{\prime}(T R U E)=T R U E$ and $g^{\prime}(F A L S E)=F A L S E$,
3. $g^{\prime}\left(\varphi\left(\tau_{1}, \ldots, \tau_{n}\right)\right)=\varphi\left(g^{\prime}\left(\tau_{1}\right), \ldots, g^{\prime}\left(\tau_{n}\right)\right)$ for any $\varphi \in \Phi_{n^{\prime}} n \in N$ and for any $\tau_{1}, \ldots, \tau_{n} \in T_{0}$,
4. $g^{\prime}(\varphi)=\varphi$ for any $\varphi \in \Phi_{0}$.
5. $g^{\prime}\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)=\rho\left(g^{\prime}\left(\tau_{1}\right), \ldots, g^{\prime}\left(\tau_{n}\right)\right)$ for any $\rho\left(\tau_{1}, \ldots, \tau_{n}\right) \in E, n \in N$,
6. $g^{\prime}(\alpha \bullet \beta)=g^{\prime}(\alpha) \bullet g^{\prime}(\beta)$ for $\bullet\{\wedge, \vee, \rightarrow\}$ and $g^{\prime}(\neg \alpha)=\neg g^{\prime}(\alpha)$.

If $s$ is of the form (a) and $f$ is a mapping from $T_{o}$ into $T_{o}$ and from $F_{o}$ into $F_{o}$ such that $f(V) \subset V, f\left(V_{o}\right) \subset V_{o}$ and if $f$ is one-one on $V \cup V_{o}$ then by $f(s)$ we denote the assignment instruction obtained from $s$ by exchanging all expres-
sions of the form $x_{i}, \tau_{i}, a_{j}, \alpha_{j}$ for $f\left(x_{i}\right), f\left(\tau_{i}\right), f\left(a_{j}\right), f\left(\alpha_{j}\right)$, where $1 \leq i \leq n$ and $1 \leq j \leq m$ respectively. Obviously if $s=[]$, then $f(s)=[]$.

We can notice that the function $g^{\prime}$ allows us to change the variables inside any classical term and any classical formula. Now we consider an example to explain the connection between the mapping $g^{\prime}$ delined on $T_{0} \cup F_{0}$ and a certain endomorphism.

Example 3. Let $g \in G$ be a mapping such that $g\left(V \cup V_{0}\right) \subset\left(V \cup V_{0}\right) \backslash \vartheta(\alpha)$ for some $\alpha \in F_{0}$ and let $e: A t \rightarrow F_{0}$ be defined in the following way:

$$
\begin{aligned}
& e(a)=g(a) \wedge \alpha, \\
& e(T R U E)=T R U E \text { and } e(F \wedge L S E)=F A L S E, \\
& e\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)=\rho\left(g^{\prime}\left(\tau_{1}\right), \ldots, g^{\prime}\left(\tau_{n}\right)\right) \wedge \alpha
\end{aligned}
$$

for every $a \in V_{01} p \in P_{n}, n \in N$ and $\tau_{1}, \ldots, \tau_{n} \in T_{0}$.
Since $g^{\prime}(\overline{s \tau})=\overline{g^{\prime}(s) g^{\prime}(\tau)}$ for every $\tau \in T_{a}$ and every $s \in S_{0}$ and moreover $\overline{g^{\prime}(s) \alpha}=\alpha$, we get

$$
\begin{gathered}
e \overline{\left(s \rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right.}=e\left(\rho\left(\overline{s \tau_{1}}, \ldots, \overline{s \tau_{n}}\right)\right) \\
=\rho\left(g^{\prime}\left(\overline{s \tau_{1}^{-}}\right), \ldots, g^{\prime}\left(\bar{s} \tau_{n}\right)\right) \wedge \alpha=\rho \overline{\rho\left(g^{\prime}(s) g^{\prime}\left(\tau_{1}\right)\right.}, \ldots, \overline{\left.g^{\prime}(s) g^{\prime}\left(\tau_{n}\right)\right)} \wedge g^{\prime}(s) \propto \\
=\overline{g^{\prime}(s)\left(\rho\left(g^{\prime}\left(\tau_{1}\right), \ldots, g^{\prime}\left(\tau_{n}\right)\right) \wedge \bar{a}\right)}=\overline{g^{\prime}(s) e\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right.} .
\end{gathered}
$$

By A14 we get

$$
\left.i^{-} \overline{g^{\prime}(s) e\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right.}\right) \equiv g^{\prime}(s) e\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)
$$

Thus

$$
1-e \overline{\left(s \rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)} \equiv g^{\prime}(s) e\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)
$$

Examples 1 and 2 show that the definition of program-substitution on the axiom Al4 ought io be very sophisticated. Example 3 shows a way how to do it. Moreover Example 1 shows that if $\vartheta(e(\alpha)) \backslash \vartheta(\alpha) \neq \emptyset$ then we have difficulties with fulfilling the axiom Al4 and we overcome them here by using the function $g^{\prime}$, which enables us to separate variables and which fulfills the equality

$$
e \overline{e\left(s \rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)}=\overline{g^{\prime}(s) e\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)}
$$

For further considerations we assume that $g \in G$ and $g^{\prime}$ is the extension of g from Definition 2.

Definition 3. Let $g \in G$.

$$
\begin{aligned}
& e \in \mathscr{E}_{g} \text { iff (1) } e: A t \rightarrow F_{o}, \\
& \text { (2) } e(T R U E)=T R U E \text { and } e(F A L S E)=F A L S E, \\
& \text { (3) } e\left(s p\left(\tau_{1}, \ldots, \tau_{n}\right)\right)=\overline{g^{\prime}(s) e\left(p\left(\tau_{1}, \ldots, \tau_{n}\right)\right)} \\
& \text { for any elementary formula } \rho\left(\tau_{1}, \ldots, \tau_{n}\right) .
\end{aligned}
$$

It is easy to observe that for such a mapping that $e \in \mathscr{E}_{g}, \mathcal{e}: A t \rightarrow F_{o}$ there exists an endomorphism $h^{e}: F_{o} \rightarrow F_{o}$.

Lemma 1. For every $g \in G$ and for every $e \in \mathscr{E}_{g}$ we get
(i) $g\left(V_{o}\right) \cap \vartheta(e(E))=\emptyset$,
(ii) $g(V \backslash \mathcal{\vartheta}(\alpha)) \cap \mathcal{O}\left(h^{e}(\alpha)\right)=\emptyset$ for every $\alpha \in F_{0}$, such that $\mathcal{Y}(\alpha) \cap V_{o}=\emptyset$.

Proof. (i) Assume to the contrary that there exist $a \in V_{o}$ and $\rho\left(\tau_{1}, \ldots, \tau_{n}\right) \in E$ such that $g(a) \in \mathscr{(}\left(e\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)\right)$. By virtue of Definition 3 we get

$$
e \overline{\left([a / b] \rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)}=\overline{g^{\prime}([a / b]) e\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)} \text { for } b \in V_{a} \text { and } a \neq b .
$$

Heace

$$
e\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)=[g(a) / g(b)] e\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right) .
$$

Since $g(a) \neq g(b)$ then

$$
g(a) \notin \mathscr{( [ g ( a ) / g ( b ) ] e ( \rho ( \tau _ { 1 } , \ldots , \tau _ { n } ) ) )}
$$

Thus $g(a) \notin Q\left(e\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)\right)$ which is impossible.
(ii) Let $y \in V \backslash \vartheta(\alpha)$. If $\alpha \in\{T R U E, F A L S E\}$ then $\vartheta(e(\alpha))=\emptyset$.

If $\alpha$ is of the form $\rho\left(\tau_{1}, \ldots, \tau_{n}\right)$ for $\rho\left(\tau_{1}, \ldots, \tau_{n}\right) \in E$ then

$$
[y / z] \rho\left(\tau_{1}, \ldots, \tau_{n}\right)=\rho\left(\tau_{1}, \ldots, \tau_{n}\right)
$$

For $2 \neq y$ from Definition 2 we get $g(y) \neq g(z)$ and

$$
g(v) \nsubseteq \vartheta\left\{\overline{\left\{[g(v) / g(\tau)] e\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)\right)}\right.
$$

Hence and from Definition 3 (3) we get $g(y) \notin \vartheta\left(e\left(p\left(\tau_{1}, \ldots, \tau_{n}\right)\right)\right.$.
Let us assume inductively that (ii) holds for every subformula of $\alpha$. If $\alpha$ is of the form $\beta \bullet \lambda$ or $\neg \beta$ for some $\in\{\wedge, \vee, \rightarrow\}$ then by the inductive hypothesis we get $g(y) \xi \vartheta\left(h^{e}(\beta)\right) \cup \vartheta\left(h^{e}(\lambda)\right)$ in the first case or $g(y) \notin \vartheta\left(h^{e}(\beta)\right)$ in the second case. Since $h^{e}$ is an endomorphism, $g(y) \notin \vartheta\left(h^{e}(\alpha)\right)$.

It is easy to see that for every $g$ from Definition 2 there exists a function $e: A t \rightarrow F_{o}$ such that $e \in \mathscr{E}_{g}$. Obviously if $e(T R U E)=T R U E, e(F A L S E)=$ $=F A L S E$ and $e\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)=\rho\left(g^{\prime}\left(\tau_{1}\right), \ldots, g^{\prime}\left(\tau_{n}\right)\right.$ then $e \in \mathscr{E}_{g}$ for a given $g$ from Definition 2. However, it is not true that for every function $e: A t \rightarrow F_{g}$ there exists a function $g$ from Definition 2 such that $e \in \mathscr{E}_{g}$.
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We would like to explain the underlying idea of the definition of a program-substitution $p: F \rightarrow F$. Look at Example 2 and consider a generalized formula $\alpha=[a / a \rightarrow a] a \equiv \overline{[a / a \rightarrow a] a}$. From (b) and A14 the generalized formula $p(\alpha)$ should be a theorem of AL, but Example 2 shows that it depends on the value of $p([a / a \rightarrow a] a)$.

The above considerations allow us to define the program-substitution $p: F \rightarrow F$ by putting the restriction $p / F_{o}=h^{e}$ for some mapping $g \in G$ and some $e \in \mathscr{E}_{g}$. Now we have to decide how to deline $p(\alpha)$ for $\alpha \in F \backslash F_{o}$.

By using a mapping $g \in G$ and $e \in \mathscr{E}_{g}$ we put

$$
p(\alpha)=[g(a) / e(a)]([g(a) / g(a) \rightarrow g(a)] g(a) \equiv(g(a) \rightarrow g(a))) .
$$

By (b) we should get $\vdash p(\alpha)$. By A14 we get

$$
\vdash[g(a) / g(a) \rightarrow g(a)] g(a) \equiv(g(a) \rightarrow g(a))) .
$$

Since the rule r of the scheme $\frac{\alpha}{s \alpha}$ for any $\alpha \in F$ and $s \in S_{o}$ is a derivable rule in the consequence operation of $A L$, we got

$$
\vdash[g(a) / e(a)]([g(a) / g(a) \rightarrow g(a)] g(a) \equiv(g(a) \rightarrow g(a))) .
$$

Thus $卜 p(\alpha)$.
Look at $p(\alpha)$ once more. We introduce and explain some abbreviations which will be defined later. Obviously $\vartheta(\alpha)=\{a\}$, so we put $s^{a}=[g(a) / e(a)]$ and we changed $K=[a / a \rightarrow a]$ for $K_{g}^{e}=[g(a) / g(a) \rightarrow g(a)]$. Later we shall see that in general if an elementary formula occurs in a program $K$ then $K_{g}^{c}$ really depends on a function $e \in \mathscr{E}_{g}$, and any propositional variable $a \in V_{o}$ will be changed by $g(a)$. Therefore $p(\alpha)=s^{\mu}\left(K_{g}^{e} g(a) \equiv(g(a) \rightarrow g(a))\right)$.

Now let us consider the generalized formula

$$
\beta=\overline{\left[a / \rho^{\prime}(x), y / z\right] \rho(x)}=\left[a / \rho^{\prime}(x), y / z\right] \rho(x)
$$

for different individual variables $x, y, \in V$. Let $g \in G$ and $e \in \mathscr{E}_{g}$. We put

$$
p(\beta)=[g(a) / e(a)]\left(e(\rho(x)) \equiv\left[g(a) / e\left(\rho^{\prime}(x)\right), g(y) / g(z)\right] e(\rho(x))\right) .
$$

By Lemma 1

$$
\left.\overline{\left[g(a) / e\left(\rho^{\prime}(x)\right), g\right.}(y) / g(z)\right] e(\rho(x))=e(\rho(x)) .
$$

Hence and by $r_{1}$, A14 we get $⺊ p(\beta)$.

Look at $p(\beta)$ once more. Since $\vartheta(\beta) \cap V_{o}=\{a\}$, we put $s^{\beta}=[g(a) / e(a)]$ and we change

$$
K=\left[a / \rho^{\prime}(x), y / z\right] \text { for } K_{g}^{e}=\left[g(a) / e\left(\rho^{\prime}(x)\right), g(y) / g(z)\right]
$$

and

$$
\rho(x) \text { for } e(\rho(x)) \text {. }
$$

Thus

$$
p(\beta)=s^{\beta}\left(e(\rho(x)) \equiv K_{g}^{e} e(\rho(x))\right)
$$

These examples show us that for any generalized formula $\alpha \in F \backslash F_{o}$ the notion $p(\beta)$ needs the following expressions: the assignment instruction $s^{\beta}$ and the program $K_{g}^{e}$ for every $K \in F$. But $K_{\xi}^{e}$ may be defined by using the function which transforms $x \in V, a \in V_{0}, \rho\left(\tau_{1}, \ldots, \tau_{n}\right) \in E$ into $g(x), g(a), e\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)$ respectively.

Definition 4. Let $g \in G$ and $e \in \mathscr{E}_{g}$. The function $u: A t \rightarrow F_{o}$ is $(e, g)$-funcrion iff $u(\alpha)=g(\alpha)$ for $\alpha \in V_{o}$ and $u(\alpha)=e(\alpha)$ for $\alpha \in A t \backslash V_{0}$.

If $u$ is $(e, g)$-function then there exists an endomorphism $h^{u}$ defined on $F_{o}$.
Definition 5. For any program $K \in S$ and any function $g \in G$ and $e \in \mathscr{E}_{g}$ if $u$ is ( $e, g$ )-function then we define $K_{g}^{e}$ as follows:

1. If $K=[]$, then $K_{g}^{e}=[]$,
2. If $K$ is of the form (a) i.e. $K$ is an assignment instruction then $K_{g}^{e}=\left[g\left(x_{1}\right) / g^{\prime}\left(\tau_{1}\right), \ldots, g\left(x_{n}\right) / g^{\prime}\left(\tau_{n}\right), g\left(a_{1}\right) / h^{u}\left(\alpha_{1}\right), \ldots, g\left(a_{m}\right) / h^{u}\left(\alpha_{m}\right)\right]$,
3. If $K$ is of the form $[M N],-K[\delta M N]$ or $*[\delta M]$, then $K_{g}^{e}$ equals $\left[M_{g}^{e} N_{g}^{e}\right], \vee\left[h^{u}(\delta) M_{g}^{e} N_{g}^{e}\right]$ or $*\left[h^{u}(\delta) M_{g}^{e}\right]$ respectively.

Definition 6. Let $H$ be an endomorphism on $F$ such that the restriction $H / F_{o}=h^{u}$ for some $g \in G, e \in \mathscr{E}_{g}$ and $(e, g)$-function $u$. Moreover we assume that for every $\alpha \in F$ and $K \in S$ the function $H$ satisfies the following conditions:

$$
H(K \alpha)=K_{\theta}^{e} H(\alpha), H(\bigcup K \alpha)=\bigcup K_{\theta}^{e} H(\alpha), H(\cap K \alpha)=\bigcap K_{\theta}^{e} H(\alpha) .
$$

### 3.2 Program-substitution

In this paragraph we shall introduce the notion of program-substitution. This definition needs the above defined endomorphism $H$ and a special assignment instruction $s^{a}$ for every $\alpha \in F$. Now we define the notion of $s^{\kappa}$.

For every generalized formula $\alpha \in F$ such that $\vartheta(\alpha) \cap V_{o}=\left\{\mathrm{a}_{1}, \ldots, a_{m}\right\}$ and for a couple of functions $f, f$ such that $f: T_{o} \cup F_{o} \rightarrow T_{s} \cup F_{o}, f$ restricted to $V_{o}$ is a one-one mapping from $V_{a}$ into $V_{o,} f^{\prime}: F_{o} \rightarrow F_{o}$, we introduce the following abbreviation:

$$
s^{s}=\left[f\left(a_{1}\right) / f^{\prime}\left(a_{1}\right), \ldots, f\left(a_{m}\right) / f^{\prime}\left(a_{m}\right)\right] .
$$

If $\vartheta(\alpha) \cap V_{o}=\emptyset$ then we put $s^{\alpha}=[]$. Further we shall say that $s^{\pi}$ is designated by $<f, f^{\prime}>$.

Definition 7. Let $g \in G, e \in \mathscr{E}_{g}$ and $p: F \rightarrow F$. We shall say that a mapping $p$ is defined by using $g$ and $e$ iff for $(e, g)$-function $u$ and an endomorphism $H$ defined on $F$ such that $H / F_{o}=h^{u}$ the following properties hold:
(1) $H$ fulfils all conditions from Definition 6 .

$$
p(\alpha)=\left\{\begin{array}{lll}
h^{e}(\alpha) & \text { for } \alpha \in F_{o} \\
s^{\alpha} H(\alpha) & \text { for } & \alpha \in F \backslash F_{0}
\end{array}\right.
$$

where $s^{\infty}$ is designated by the couple $\langle g, e\rangle$.
Definition 8. Let $p: F \rightarrow F$. We shall say that a mapping $p$ is a programsubstitution $(p \in S b)$ iff for some $g \in G$ and $\varepsilon \in \mathscr{E}_{g}, p$ is defined by using $g$ and $e$.

Let us observe that the last condition (3) in Definition 3 is essential in such a meaning that if we define the notion of program-substitution changing only the definition of the set $\mathscr{E}_{\theta}$ for $g \in G$ by missing in Definition 3 the point (3) then we can show that for some $g \in G$, and $e$ from $\mathscr{E}_{g}$ without the point (3), there exists a program-substitution for which the property (b) does not hold. Let $x, y, z$, denote some different individual variables and $g \in G$ such that $g(y) \neq x$. Then for $e: A t \rightarrow F_{0}$ such that $e(T R U E)=T R U E$, $e(F A L S E)=F A L S E$ and $e(\rho(x))=\rho^{\prime}(x, g(y))$ we can show that for an axiom $\alpha$ of the form

$$
\overline{[y / z]} \overline{\rho(x)} \equiv[y / z] \rho(x)
$$

the following property holds:

$$
e \overline{[(y / z] \rho(x))} \neq \overline{g^{\prime}([y / z]) e(\rho(x))}
$$

and that the generalized formula $p(\alpha)$ is not a thesis. Hence (3) from Definition 3 and (b) are false.

Lemma 2. If $g \in G, e \in \mathscr{E}_{g}, s \in S_{0}$ and $u$ is ( $e, g$ )-function then for any $\alpha \in F_{0}$ and $\beta \in F$ we get
(i) $\overline{s_{g}^{e} h^{u}(\alpha)}=h^{u}(\bar{s} \bar{\alpha})$,
(ii) $\overline{s^{\beta} h^{u}(\alpha)}=h^{c}(\alpha)$, for $V_{0} \cap \vartheta(\alpha) \subset \vartheta(\beta)$, where $s^{\beta}$ is designated by the couple $\langle g, e\rangle$.

Proof. (i) Let $s \in S_{o}$ be of the form (a). If $\alpha \in V_{o}$ and $\alpha \in\left\{a_{1}, \ldots, a_{m}\right\}$ then $\alpha=a_{i}$ for some $i \in\{1, \ldots, m\}$. Thus $\overline{s_{g}^{e} h^{u}(\alpha)}=$

$$
\overline{\left[g\left(x_{1}\right) / g^{\prime}\left(\tau_{1}\right), \ldots, g\left(x_{n}\right) / g^{\prime}\left(\tau_{n}\right), g\left(a_{1}\right) / h^{u}\left(\alpha_{1}\right), \ldots, g\left(a_{m}\right) / h^{h}\left(\alpha_{m}\right)\right] g\left(a_{i}\right)=h^{u}\left(\alpha_{i}\right)=h^{u}(s \alpha) . . ~}
$$

Since $g$ is a one-one function, we get $g(\alpha) \notin\left\{g\left(x_{1}\right), \ldots, g\left(x_{n}\right), g\left(a_{1}\right), \ldots, g\left(a_{m}\right)\right\}$ for $\alpha \notin\left\{a_{1}, \ldots, a_{m}\right\}$. Hence $\overline{s_{g}^{e} h^{4}(\alpha)}=g(\alpha)=h^{u}(s \alpha)$. Obviously if $\alpha$ is of the form $T R U E$ or $F A L S E$ then (i) holds.

Assume that $\alpha$ is of the form $\rho\left(\tau_{1}, \ldots, \tau_{n}\right)$ and $\rho\left(\tau_{1}, \ldots, \tau_{n}\right) \in E$. First we shall prove that $\overline{s_{g}^{e q} \eta}=\overline{g^{\prime}(s) \eta}$ for every $\eta \in g\left(e\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)\right)$.

In the case $\eta \phi\left\{g\left(x_{1}\right), \ldots, g\left(x_{n}\right), \xi\left(a_{1}\right), \ldots, g\left(a_{m}\right)\right\}$ we get $\overline{s_{g}^{e} \eta}=\eta=\bar{g}(s) \eta$. If $\eta=g\left(x_{j}\right)$ for some $j \in\{1, \ldots, n\}$ then $\overline{s_{g}^{e} \eta}=g^{\prime}\left(\tau_{j}\right)=g^{\prime}(s) \eta$. Let us observe that $\eta=g\left(a_{i}\right)$ for some $i \in\{1, \ldots, m\}$ does not hold for in the opposite case using the assumption we get $\eta \in \vartheta\left(e\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right) \cap V_{o}\right.$. Hence and by Lemma 1 $\eta \notin g\left(V_{0}\right)$ which is impossible.

Since $\overline{s_{g}^{e} \eta}=\overline{g^{\prime}(s) \eta}$ for every $\eta \in 丹\left(e\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)\right.$, we get

$$
\overline{s_{g}^{e} e\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)}=\overline{g^{\prime}(s) e\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)}
$$

Note that $e \in \varepsilon_{g}$, so by Delinition 3 we conclude that

$$
\overline{s_{g}^{e} e\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)}=e\left(\overline{\left.s \rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)}=u\left(\overline{s \rho\left(\tau_{1}, \ldots, \tau_{n}\right)}\right) .\right.
$$

Consequently $\overline{s_{g}^{e} h^{\mu}(\alpha)}=h^{\mu}(s \alpha)$.
If the theorem holds for $\beta, \lambda \in F_{0}$ then from the property of endomorphism it also holds for $\alpha \in\{\beta \wedge \lambda, \beta \vee \lambda, \beta \rightarrow \lambda, \neg \beta\}$.
(ii) Obviously for $\alpha \in\{$ TRUE, FALSE $\}$ the theorem holds. If $\alpha \in V_{o}$ then by assumption $\alpha \in \vartheta(\beta)$. As a result $\overline{s^{\beta} h^{4}(\alpha)}=\overline{s^{\beta} g(\alpha)}=e(\alpha)$. Now suppose that $\alpha$ is of the form $\rho\left(\tau_{1}, \ldots, \tau_{n}\right)$ for some $\rho\left(\tau_{1}, \ldots, \tau_{n}\right) \in E$. By Definition 4 we get

$$
\overline{s^{\beta} h^{4}\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)}=\overline{s^{\beta} e\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)}
$$

Let

$$
s^{\beta}=\left[g\left(b_{1}\right) / e\left(b_{1}\right), \ldots, g\left(b_{1}\right) / e\left(b_{t}\right)\right] .
$$

By Lemma 1 (i) we conclude that $\left\{g\left(b_{1}\right), \ldots, g\left(b_{i}\right)\right\} \cap \vartheta\left(e\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)\right)=\emptyset$. Therefore $\left.\overline{s^{\beta} e\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right.}\right)=e\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)$. Hence $s^{\beta} h^{4}(\alpha)=h^{e}(\alpha)$. Since $h^{u}: F_{o} \rightarrow F_{o}$ is an endomorphism, by inductive hypothesis for $\lambda, \delta \in F_{o}$ we get the equality $s^{\beta} h^{u}(\alpha)=h^{e}(\alpha)$ for $\alpha \in\{\lambda \wedge \delta, \lambda \vee \delta, \lambda \rightarrow \delta, \sim \lambda\}$ such that $V_{o} \cap \vartheta(\alpha) \subset \vartheta(\beta)$.

Now we present an example to explain the effect of program-substitutions.

Example 4. Let $a \in V_{0}, x, y \in V$ and $x \neq y$. It car be easily seen that for the program-substitution $p \in S b$ defined by using $g \in G$ and $e \in \mathcal{E}_{g}$ and for the generalized formula $\alpha=a \wedge[x / y] \rho(x)$ we get

$$
\begin{aligned}
p(\alpha)= & s^{\alpha} H(a)=[g(a) / e(a)](H(a) \wedge H([x / y] \rho(x))) \\
& =[g(a) / e(a)]\left(h^{v}(a) \wedge[x / y]_{g}^{\square} H(\rho(x))\right) \\
& =[g(a) / e(a)](g(a) \wedge[g(x) / g(y)] e(\rho(x))
\end{aligned}
$$

By Ai14 we get

$$
\vdash[g(x) / g(y)] e(\rho(x)) \equiv \overline{[g(x) / g(y)] e(\rho(x))} .
$$

Since $h^{\prime \prime}(\rho(x))=\varepsilon(\rho(x))$, Lemma 2 (i) allows us to conclude that

$$
\overline{[g(x)} / g(y)] e(\rho(x))=e(\rho(y)) .
$$

Hence

$$
\vdash[g(x) / g(y)] e(\rho(x)) \equiv e(\rho(x)) .
$$

Therefore we conclude that

$$
\vdash g(a) \wedge[g(x) / g(y)] e(\rho(x)) \equiv(g(a) \wedge e(\rho(y))) .
$$

Since for any $\beta, \lambda \in F$ and $K \in S$ the rule $r$ of the scheme $\frac{\lambda \equiv \beta}{K \lambda \equiv K \beta}$ is a derivable rule of the consequence operation of AL, we get

$$
\vdash[g(a) / e(a)](g(a) \wedge[\theta(x) / g(y)] e(\rho(x))) \equiv[g(a) / e(a)](g(a) \wedge e(\rho(y))) .
$$

By A14 we get

$$
\vdash[g(a)) e(a)](g(a) \wedge e(\rho(y))) \equiv(e(a) \wedge[g(a) / e(a)] e(\rho(y))
$$

Since $h^{\Delta}(a)=g(a)$ and $h^{\mu}(\rho(x))=e(\rho(x))$ we get $\overline{[g(a) / e(a)] e(\rho(y))}=e(\rho(y))$ by Lemma 2 (ii). By the above considerations we get $\vdash p(\alpha) \equiv(e(a) \wedge e(\rho(\mu))$. Moreover by Al4 $-\propto \equiv(a \wedge \rho(y))$. Therefore we can say intuitively that $p$ transforms $a ; \rho(y)$ into $e(a) ; e[\rho(y))$ respectively.

We can find in Chapter 4 in Theorem 9 other examples of program－ substitution．

We shall prove that any program－substitution $p \in S b$ is in accordance with our intuition．Now we consider the condition（b）．

Theorem 2．Algorithmic logic is closed under program－substitutions．
Proof．Let $g \in G, e \in \mathscr{E}_{g}$ and let the mapping $p \in S b$ be defined by using $g$ and $e$ ． Moreover let $u$ be（ $e, g$ ）－function and let $H: F \rightarrow F$ be an endomorphism such that the restriction $H / F=h^{u}$ and

$$
p(\alpha)= \begin{cases}h^{e}(\alpha) & \text { for } \alpha \in F_{0} \\ S^{H} H(\alpha) & \text { for } \alpha \in F \backslash F_{o}\end{cases}
$$

It suffices to prove by induction on the iength of the formula $\alpha$ that the following inclusion holds：

$$
p\left(C_{R}^{\prime}(\rho)\right) \subset C_{R}(\emptyset) \text { for any ordinal number } y<\Omega
$$

At first we assume that $y=0$ ．If $\alpha \in A x \cap F_{o}$ then $h^{e}(\alpha) \in A x$ ．Since $p / F_{o}=h^{e}, \vdash p(\alpha)$ ．In the case $\alpha \in A x \backslash F_{o}$ we get $p(\alpha)=s^{\alpha} H(\alpha)$ ．Since $卜 s^{a}$ TRUE， it suffices to prove that $卜 H(\alpha)$ using $r_{1}$ ．It can be easily seen that for $\alpha$ being one of the axioms of the form A1－A13 or A15－A26 we get $+H(\alpha)$ because $H$ is a homomorphism．Let $\alpha=s \delta \equiv \bar{s} \delta$ for some classical open formula $\delta \in F_{\text {o }}$ ．By Lemma 2 （i）and by applying A14 we get

$$
\vdash s_{g}^{e} h^{u}(\delta) \equiv h^{u}(s \delta), \text { so } \vdash H(\alpha) .
$$

We assume inductively that $p\left(C_{R}^{\gamma}(\emptyset)\right) \subset C_{R}(\emptyset)$ for every ordinal number $\mu$ such that $\mu<\gamma$ ．

In the first case suppose that $\gamma=\mu_{0}+1$ for some ordinal number $\mu_{o}$ and let $\alpha \in p\left(C_{k}^{\ell}(\hat{\beta})\right.$ ．Hence and by Definition 1 we get $\alpha \in p\left(C_{R^{\prime}}^{\mu}(\hat{\beta})\right)$ and then by the inductive hypothesis $\vdash p(\alpha)$ ，or there exist $X \subset C_{R}^{\mu}(0), \beta \in F$ and $r \in R$ such that $\langle X, \beta\rangle \in r$ and $\alpha=p(\beta)$ ．Since $H(A x) \subset C_{R}(\vartheta)$ and $\langle H(Y), H(\lambda)\rangle \in r^{\prime}$ for every $r^{\prime} \in R$ and for every $\left\langle Y, \lambda>\in r^{\prime}\right.$ ，we get $H\left(C_{R}(\emptyset)\right) \subset C_{R}(\emptyset)$ ．Thus we get $H(X) \subset C_{\mathrm{R}}(\emptyset)$.

Moreover $\langle H(X), H(\beta)\rangle \in r$ ，so $-H(\beta)$ ．Appiying the rule $r_{1}$ we conclude that $\vdash s^{\beta} H(\beta)$ for $s^{\beta}$ designated by $\langle g, e\rangle$ ．Therefore if $\beta \notin F_{\phi}$ ，then $卜 p(\beta)$ and simultaneously $\mid-\alpha$ ，or if $\beta \in F_{\rho}$ ，then $\alpha=h^{c}(\beta)$ and by A14 $\mid s^{\bar{\theta}} H(\beta)$ ，which by Lemma 2 （ii）gives 5 ．$\alpha$ ．

In the second case for $y$ being a limit ordinal number and by the inductive hypothesis we get $\bigcup\left\{p\left(C_{R}^{\mu}(\emptyset)\right): \mu<\gamma\right\} \subset C_{R}(\emptyset)$.

Hence $p\left(C_{R}^{(\emptyset)}\right) \subset C_{R}(\emptyset)$.

### 3.3 Basic properties of program-substitution

The aim of this chapter is to prove that any program-substitution maintains the properties of an endomorphism without being an endomorphism.

Definition 9. Let us consider the set $X$ of pairs $\left\langle\alpha_{1}, \alpha_{2}\right\rangle$, where $\alpha_{1}, \alpha_{2} \in F$ and where $\alpha_{1}$ is equal to $\alpha_{2}$ or $\left\langle\alpha_{1}, \alpha_{2}\right\rangle$ is one of the following forms:
(1) $\left\langle\overline{s s_{1}} a, s s_{1} a\right\rangle$ for $a \in V_{0}$,
(2) $\left\langle\overline{s s_{1} \rho\left(\tau_{1}, \ldots, \tau_{n}\right)}, s s_{1} \rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right\rangle$ for $\rho\left(\tau_{1}, \ldots, \tau_{n}\right) \in E$,
(3) $\langle s \alpha, s \neg \alpha\rangle$,
(4) $<s \alpha, s\{\alpha \vee \beta>$,
(5) $<s \beta, s(\alpha \vee \beta)>$,
(6) $<s \alpha, s(\alpha \wedge \beta)>$,
(7) $<s \beta, s(\alpha \wedge \beta)>$,
(8) $<s \alpha, s(\alpha \rightarrow \beta)>$,
(9) $<s \beta, s(\alpha \rightarrow \beta)>$,
(10) $<s(K(M \alpha)), s([K M] \alpha)>$,
(11) $<s(\alpha \wedge K \beta), s \vee[\alpha K M] \beta)>$,
(12) $<s(\neg \alpha \wedge M \beta), s \vee[\alpha K M] \beta)>$,
(13) $<s \vee[\alpha K[]]^{i}(\beta \wedge \neg \alpha), s(*[\alpha K] \beta)>$ for every $i \in \mathcal{N}$,
(14) $\left\langle s\left(K^{i} \alpha\right), s \cup K \alpha\right\rangle$ for every $i \in \mathcal{N}$,
(15) $<s\left(K^{i} \alpha\right), s \cap K \alpha>$ for every $i \in \mathscr{H}$,
where $K, M \in S$ are programs, $\alpha, \beta \in F$ and where $s$ is either a sequence of assignment instructions $s_{1} \ldots s_{k}, k \in N$ or an empty sequence.

We introduce (cf. G. Mirkowska [59]) the binary relation $<$ in $F$ for any $\alpha$, $\beta \in F: \alpha<\beta$ iff there exist $\alpha_{1}, \ldots, \alpha_{n} \in F$ such that $\alpha_{1}=\alpha, \alpha_{n}=\beta$ and for every $i \in\{1, \ldots, n-1\}$ the pair $\left\langle\alpha_{i j}, \alpha_{i+1}\right\rangle$ is an element of $X$.

Let us notice that the binary relation $<$ is an ordering on $F$ such that any non-empty subset $Z \subset F$ contains a minimal element.

Now we shall prove that the logical value of the formula $\alpha$ does not depend on the propositional variables which do not belong to the set of propositional variables of the formula $\alpha$.

Lemma 3. For any generalized formulas $\alpha, \beta \in F$ and any $g \in G, e \in \mathscr{E}_{g}$, (e,g)-function $u$ and for an endomorphism $H: F \rightarrow F$ fulfilling the conditions
from Definition 6, the following property holds: if $\vartheta(\alpha) \cap V_{0} \subset \vartheta(\beta)$, then $\vdash s^{\theta} H(\alpha) \equiv s^{\alpha} H(\alpha)$ where $s^{\beta}$ and $s^{\alpha}$ are designated by $\langle g, e\rangle$.

Proof. The proof is by induction on the relation $<$ from Definition 9.
Case 1. If $\alpha$ is a minimal element of the relation $<$ then $\alpha \in F_{0}$. Hence by Lemma 2 (ii) we get $\overline{s^{\beta} h^{u}(\alpha)}=h^{e}(\alpha)$ and $\overline{s^{\wedge} h^{u}(\alpha)}=h^{e}(\alpha)$. Obviously the restriction $H / F=h^{u}$. Hence and by A14 the induction basis is proved.

Case 2. Let $\alpha \in F$ and suppose that the thesis holds for every generalized formula $\alpha^{\prime} \in F$ such that $\alpha^{\prime}<\alpha$. Moreover assume that $\vartheta(\alpha) \cap V_{o} \subset \mathscr{C}(\beta)$.

Case 2.1. If $\alpha \in F_{o}$ then Lemma 2 (ii) ends the prool of this case.
Case 2.2. If $\alpha$ is of the form $s_{\perp} \ldots s_{m} \delta$ for some $\delta \in F_{o}$ then we use the abbreviation $\lambda=s_{1} \ldots s_{m-1} \overline{s_{m} \delta}$. Since $H\left(C_{R}(\varphi)\right) \subset C_{R}(\varphi)$, we get $\upharpoonright s^{\beta} H(\alpha) \equiv$ $s^{8} H(\lambda)$ and $\vdash s^{a} H(\alpha) \equiv s^{a} H(\lambda)$ according to the scheme A14 and by $r_{1}$ and $r^{\prime}$ from Example 4. Since $\lambda<\alpha, \vartheta(\lambda) \cap V_{0} \subset \vartheta(\alpha) \cap \vartheta(\beta)$, we get by the inductive assumption $\vdash s^{\alpha} H(\lambda) \equiv s^{\lambda} H(\lambda)$ and $\vdash s^{\beta} H(\lambda) \equiv s^{\lambda} H(\lambda)$. As an immediate consequence we get $\vdash s^{\beta} H(\alpha) \equiv s^{a} H(\alpha)$.

Case 2.3. Let $\alpha$ be of the form $s_{1} \ldots s_{m} \vee[\delta K M] \lambda, \alpha_{1}=s_{1} \ldots s_{m}(\neg \delta \wedge M \lambda)$ and $\alpha_{2}=s_{1} \ldots s_{m}(\delta \wedge K \lambda)$. We can observe that $\alpha_{1}<\alpha_{1} \alpha_{2}<\alpha, \vartheta\left(\alpha_{1}\right) \cap V_{n} \subset$ $\vartheta(\alpha) \cap \vartheta(\beta)$. Therefore using the inductive argument we get $\dagger s^{\alpha} H\left(\alpha_{1}\right) \equiv$ $s^{\alpha 1} H\left(\alpha_{1}\right)$ and $\vdash s^{\beta} H\left(\alpha_{1}\right) \equiv s^{\alpha 1} H\left(\alpha_{1}\right)$. In an analogous way we infer that $\vdash s^{\alpha} H\left(\alpha_{2}\right) \equiv s^{\alpha_{2}} H\left(\alpha_{\alpha}\right)$ and $\vdash s^{\beta} H\left(\alpha_{2}\right) \equiv s^{\alpha_{2}} H\left(\alpha_{2}\right)$. Hence, by A24 and $r_{1}$ we get $1-s^{\beta} H(\alpha) \equiv s^{\beta} H\left(\alpha_{2} \vee \alpha_{1}\right)$ which by A24 proves the thesis for this case.

Case 2.4. If $\alpha$ is of the form $s_{1} \ldots s_{m}[K M] \lambda$ then we use the abbreviation $\alpha_{1}=s_{\mathrm{i}} \ldots s_{m} K M 2$. Similarly by the inductive hypothesis, A23 and $r_{1}$ we obtain the thesis for this case.

Case 2.5. Let us assume that $\alpha$ is of the form $s_{1} \ldots s_{m} \cap K \lambda$. We denote

$$
\lambda_{i}=s_{1} \ldots s_{m} K^{i} \lambda \text { for any } i \in \mathscr{N}
$$

Obviously $\vartheta\left(\lambda_{i}\right) \cap V_{o} \sqsubset \vartheta(\beta) \cap \vartheta(\alpha)$. Observe that $\lambda_{i}<\alpha$ for every $i \in \mathcal{N}$. Consequently, by assumption $\vdash s^{8} H\left(\lambda_{i}\right) \equiv s^{\lambda_{i}} H\left(\lambda_{i}\right)$ and $\vdash s^{\alpha} H\left(\lambda_{i}\right) \equiv s^{\alpha_{i}} H\left(\lambda_{i}\right)$ for every $i \in \mathscr{H}$. Since $\vdash \cap K \delta \rightarrow K^{i} \delta$ for any $\delta \in F$, $i \in \mathscr{N}$ and every $K \in S$, we get $\vdash s^{\alpha} H(\alpha) \rightarrow s^{\alpha} H\left(\lambda_{i}\right)$ and $\vdash s^{\beta} H(\alpha) \rightarrow s^{\beta} H\left(\lambda_{i}\right)$ for every $i \in \mathscr{N}$ using $r_{1}$ and $r^{\prime}$ from Example 4. Hence and by $\mathbf{A} 23$ for every $i \in \mathscr{N}$ it follows:

$$
\vdash s^{\Omega} H(\alpha) \rightarrow\left[s^{\beta}\left[s_{1} \ldots s_{m}\right]_{g}^{e}\right]\left(K_{g}^{e}\right)^{j} H(\lambda)
$$

and

$$
\vdash s^{\beta} H(\alpha) \rightarrow\left[s^{\alpha}\left[s_{1} \ldots s_{m}\right]_{g}^{e}\right]\left(K_{g}^{e}\right)^{i} H(\lambda)
$$

Using $r_{2}$ and A23 we conclude that $\vdash s^{\beta} H(\alpha) \equiv s^{\beta} H(\alpha)$.

Case 2.6. If $\alpha$ is of the form $s_{1} \ldots s_{m} \cup K \lambda$ then by analogous considerations the thesis holds for this case, since $\vdash K^{i} \delta \rightarrow \bigcup K \delta$ for any $\delta \in F, i \in \mathscr{N}$ and every $K \in S$.

Case 2.7. Let $\alpha$ be of the form $s_{1} \ldots s_{m} *[\delta K] \lambda$. We use the abbreviations $\delta_{i}=s_{1} \ldots s_{m}\left(\vee[\delta K[]]^{i}(\neg \delta \wedge \lambda)\right.$ for every $i \in \mathcal{N}$. Since $\mathcal{F}\left(\delta_{i}\right) \cap V_{0} \subset \vartheta(\alpha) \cap \vartheta(\beta)$ and $\delta_{i}<\alpha$ for every $i \in \mathscr{N}$, we get by the inductive hypothesis $\vdash s^{\pi} H\left(\delta_{i}\right) \equiv$ $s^{\delta_{i}} H\left(\delta_{i}\right)$ and $\vdash s^{\beta} H\left(\delta_{i}\right) \equiv s^{\delta} i H\left(\delta_{i}\right)$ for every $i \in \mathcal{N}$.

Hence and by A23 we get

$$
\vdash s^{\beta} H\left(\delta_{i}\right) \rightarrow\left[s^{\chi}\left[s_{1} \ldots s_{m}\right]_{g}^{e}\right]\left(\chi(\delta K[]]_{g}^{\ell}\right)^{i} H(\neg \delta \wedge \lambda)
$$

and moreover

$$
\vdash s^{\alpha} H\left(\delta_{i}\right) \rightarrow\left[s^{\beta}\left[s_{1} \ldots s_{m}\right]_{g}^{e}\right]\left(\vee(\delta K[]]_{g}^{e}\right)^{i} H(\delta \wedge \lambda) .
$$

Clearly $\vdash s_{1} \ldots s_{m} M^{i} \beta^{\prime} \rightarrow s_{1} \ldots s_{m} \cup M \beta^{\prime}$ for any $\beta^{\prime} \in F, M \in S$ and $i \in \mathscr{N}$. Hence, by $\mathbf{A} 25$ and A23 it follows that

$$
f s^{\beta} H\left(\delta_{i}\right) \rightarrow s^{\alpha} H(\alpha) \text { and } \vdash s^{\alpha} H\left(\delta_{;}\right) \rightarrow s^{\beta} H(\alpha) \text { for every } i \in \mathscr{N} .
$$

Transforming for every $i \in \mathcal{N}$ the antecedents in the above two theses according to the schema A23 and using the rule $r_{3}$ and $\mathbf{A} 25$ we get

$$
\vdash s^{\beta} H(\alpha) \rightarrow s^{\alpha} H(\alpha) \text { and } \vdash s^{\alpha} H(\alpha) \rightarrow s^{\beta} H(\alpha),
$$

which ends the proof for this case.
Case 2.8. If $\alpha$ is of the form

$$
s_{1} \ldots s_{m}(\lambda \wedge \delta), s_{1} \ldots s_{m}(\lambda \vee \delta), s_{1} \ldots s_{m}(\lambda \rightarrow \delta), s_{1} \ldots s_{m}(\neg \lambda)
$$

then by the inductive hypothesis, the thesis of the above lemma holds.
Appjying Lemma 3 we get the basic properties of program-substitution.
Theorem 3. For every program-substitution $p \in S b$ and for all generalized formulas $\alpha, \beta$ :
(i) $\vdash p(\alpha \rightarrow \beta) \equiv(p(\alpha) \rightarrow p(\beta))$,
(ii) $\vdash p(\alpha \wedge \beta) \equiv(p(\alpha) \wedge p(\beta))$,
(iii) $\vdash p(\alpha \vee \beta) \equiv(p(\alpha) \vee p(\beta))$,
(iv) $\vdash p(\neg \alpha) \equiv \neg p(\alpha)$.

Proof. We shall prove only the point (i) since the proofs of the other points are analogous. Let us assume that $p \in S b$ is defined by using some $g \in G$ and $e \in \mathscr{E}_{g}$. Moreover let

$$
p(\alpha)= \begin{cases}h^{e}(\alpha) & \text { for } \alpha \in F_{o} \\ s^{s} H(\alpha) & \text { for } \alpha \in F \backslash F_{o}\end{cases}
$$

where $s^{\alpha}$ is designated by a couple $\langle g, e\rangle$ and $H$ fulfills the conditions from Definition 6. If $\alpha, \beta \in F_{0}$ then (i) holds, since $e$ is an endomorphism on $F_{o}$.

Now suppose that $\alpha \notin F_{0}$ and $\beta \notin F_{0}$. Thus $p(\alpha \rightarrow \beta)=s^{a \rightarrow \beta}(H(\alpha) \rightarrow H(\beta))$. Since $\vdash \mathrm{s}^{\alpha \rightarrow \rho}$ TRUE, we get

$$
\vdash p(\alpha \rightarrow \beta) \equiv\left(s^{\alpha-\beta} H(\alpha) \rightarrow s^{\pi \rightarrow \beta} H(\beta)\right) \text { by A19 and A20. }
$$

Hence and by Lemma 3 we conclude that $\vdash p(\alpha \rightarrow \beta) \equiv\left(s^{\alpha} H(\alpha) \rightarrow s^{\beta} H(\beta)\right.$ ), which ends the proof for this case.

Now we consider the case $\alpha \notin F_{0}$ and $\beta \in F_{o}$. Then $p(\alpha)=s^{\alpha} H(\alpha)$ and $p(\alpha \rightarrow \beta)=s^{a \rightarrow \beta} H(\alpha \rightarrow \beta)=s^{\alpha-\beta}(H(\alpha) \rightarrow H(\beta))$. By A19 and A20 we get $\vdash s^{\alpha \rightarrow \beta}(H(\alpha) \rightarrow H(\beta)) \cong\left(s^{\alpha \rightarrow \beta} H(\alpha) \rightarrow s^{\alpha \rightarrow \beta} H(\beta)\right)$. By Lemma $3 \vdash s^{a \rightarrow \beta} H(\alpha) \equiv$ $s^{\alpha} H(\alpha)$ and $\vdash s^{\alpha \rightarrow \beta} H(\beta) \equiv s^{\beta} H(\beta)$. Hence we conclude that $\vdash p(\alpha \rightarrow \beta) \equiv$ $\left(s^{a} H(\alpha) \rightarrow s^{\beta} H(\beta)\right)$. Since $\alpha \neq F_{0} p(\alpha)=s^{a} H(\alpha)$. Morover by Lamma $2(j i)$ we get $s^{\beta} H(\beta)=h^{c}(\beta)=p(\beta)$. By A14 $\mid s^{\beta} H(\beta) \equiv s^{\bar{\beta} H(\beta)}$ so $\vdash s^{\boldsymbol{s} \rightarrow \beta}(H(\alpha) \rightarrow H(\beta)) \equiv$ ( $p(\alpha) \rightarrow p(\beta)$ ). The case $\beta \notin F_{a}$ and $\alpha \in F_{o}$ is analogous.

Corollary 1. As an immediate consequence of Theorem 3 and Theorem 2 we conclude that for any generalized formulas $\alpha, \beta \in F$ and for every programsubstitution $p: F \rightarrow F$, if $\vdash \alpha \equiv \beta$ then $\vdash p(\alpha) \equiv p(\beta)$.

The next two subsections introduce the notion of program-substitution in algorithmic logic with generalized terms, quantifiers and with non-deterministic programs. We can omit them while reading the paper for the first time. Therefore these two subsections will be printed in italics.

### 3.4 Program-substitution in AL with generalized terms

In this chapter we shall to repeat the main results which were proved in earlier paragraphs for the case of generalized formulas. To illustrate the intuitive meaning of the generalized terms of the form $K x$ for $K \in S$ and $x \in V$ let us consider the language of integers with $s$ as succesor and $0,+,-, \therefore=a s$ well-known symbols. We consider the generalized formula of the form $x_{1}+x_{2}+x_{3}=K y$ where $K$ is of the form

$$
\left[[y / 0, i / 1] *\left[i \leq 3\left[\left[y / y+x_{i}\right][i / s(i)]\right]\right]\right] .
$$

Obviously in the intuitive meaning the term Ky may be understood as a definition of the sum of three elements, where $x_{i}$ means a term of the form $\varphi(x, i)$ for some $\varphi \in \Phi_{2}, x, i \in V, s \in \Phi_{1}, 0,1,3 \in \Phi_{0}$. This example shows that the notion of generalized terms is natural. In the introduced language we shall give two examples of generalized terms.

## Example 5.

$$
\begin{aligned}
& \text { 1. }[x / x+(y \cdot z)](z-(x \cdot y)) \\
& \text { 2. } *[x<y[x / x+1]](x+y)+x[x=y[u / x-1][z / 2]]((x+u)-z) .
\end{aligned}
$$

By $\tau\left(\tau_{1} / \tau_{2}\right)$ for $\tau_{1}, \tau_{2}, \tau \in T^{\prime}$ we denote the expression obtained from $\tau$ by simultaneously replacing all occurrences of the generalized term $\tau_{1}$ in $\tau$ by $\tau_{2}$.

For further considerations we need the notion of the length of programs, generalized terms and generalized formulas.

Definition 10. The length len of the expression will be defined as follows:
(i) len( $\eta$ ) $=1$ for any $\eta \in V \cup V_{0} \cup S_{o} \cup \Phi_{0} \cup\{T R U E, F A L S E\}$.
(ii) If $\varphi$ is an $n$-argument function symbol or $\rho$ is an $n$-argument predicate symbol and $\tau_{1}, \ldots, \tau_{n}$ are generalized terms then $\operatorname{len}\left(\varphi\left(\tau_{1}, \ldots, \tau_{n}\right)\right)=$ $\operatorname{len}\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)=\operatorname{len}\left(\tau_{1}\right)+\ldots+\operatorname{len}\left(\tau_{n}\right)+1$.
(iii) If the generalized formula $\eta$ is of the form: $\alpha \wedge \beta, \alpha \vee \beta$ or $\alpha \rightarrow \beta$ then $\operatorname{len}(\eta)=\operatorname{len}(\alpha)+\operatorname{len}(\beta)+1$, if $\eta=\neg \alpha$ then $\operatorname{len}(\eta)=\operatorname{len}(\alpha)+1$, if $\eta=\forall_{x} \alpha$ then $\operatorname{len}(\eta)=\operatorname{len}(\alpha)+1$.
(iv) If the expression is of the form $K \eta$ where $\eta$ is a generalized term or a generalized formula then $\operatorname{len}(K \eta)=\operatorname{len}(K)+\operatorname{len}(\eta)$.
(v) If $\eta \cup K \alpha$ or $\eta=\bigcap K \alpha$ then $\operatorname{len}(\eta)=\operatorname{len}(K)+\operatorname{len}(\alpha)+1$.
(vi) If $K, M$ are programs and $\propto$ is a classical open formula then: $\operatorname{len}([K M])=\operatorname{len}(K)+\operatorname{len}(M)+1$,
$\operatorname{len}(火[\alpha K M])=\operatorname{len}(\alpha)+\operatorname{len}(K)+\operatorname{len}(M)+1$,
$\operatorname{len}(*[\alpha, K]=\operatorname{len}(\alpha)+\operatorname{len}(K)+1$.
Moreover we define the set of all subterms of the term $\tau$ for any $\tau \in T^{\text {T }}$.
Definition 11. The function $\varsigma: T \rightarrow P\left(T^{v}\right)$ is defined as follows:
(i) $\varsigma(\tau)=\{\tau\}$ for $\tau \in V$,
(ii) $\varsigma\left(\varphi\left(\tau_{1}, \ldots, \tau_{n}\right)\right)=\varsigma\left(\tau_{1}\right) \cup \ldots \cup \varsigma\left(\tau_{n}\right) \cup\left\{\varphi\left(\tau_{1}, \ldots, \tau_{n}\right)\right\}$ for any $\varphi \in \Phi_{n}, n \in N$ and $\tau_{1}, \ldots, \tau_{n} \in T^{\nu}$,
(iii) $\varsigma(K \tau)=\varsigma(\tau) \cup\{K \tau\}$ for $K \in S$ and $\tau \in T^{*}$.

Now we introduce the operation $\chi$ defined on $T^{\prime} \cup F^{\prime}$ which enables us to reduce any generalized term of the form $\varphi\left(\tau_{1}, \ldots, \tau_{n}\right) \in T^{\prime} \backslash T_{o}$ where $\varphi \in \Phi_{n}$, $\tau_{1}, \ldots, \tau_{n} \in T^{\prime}$ and any generalized formula of the form $p\left(\tau_{1}, \ldots, \tau_{n}\right)$, where $\rho \in P_{n}$, $n \in N, \tau_{1}, \ldots, \tau_{n} \in T$ to the form $K_{1} \ldots K_{m} \varphi\left(\tau_{1}^{\prime}, \ldots, \tau_{n}^{\prime}\right)$ or $K_{1} \ldots K_{m} \rho\left(\tau_{1}^{\prime}, \ldots, \tau_{n}^{\prime}\right)$ respectively where $K_{1}, \ldots, K_{m} \in S$ and $\tau_{1}^{\prime}, \ldots, \tau_{n}^{\prime} \in T_{o}$. Therefore the operation $\chi$ changes generalized terms (generalized formulas) of the form $\varphi\left(\tau_{1}, \ldots, \tau_{n}\right)\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)$ by transporting all programs inside $\tau_{1}, \ldots, \tau_{n}$ to the left side of the expression $\varphi$ or $\rho$.

Definition 12. For every generalized term and every generalized formula the operation $\chi$ is defined as follows:
(1) $\chi(\eta)=\eta$ for $\eta \in T_{0} \cup F_{o}$.
(2) $\chi(K \tau)=K \chi(\tau)$ for $K \in S$ and $\tau \in T^{\prime}$.
(3) If $\tau \in T^{*} \backslash T_{o}$ is of the form $\varphi\left(\tau_{1}, \ldots, \tau_{k}\right)$ where $\varphi \in \Phi_{k}, k \in N, \tau_{1}, \ldots, \tau_{k} \in T^{\prime}$, $\theta(\tau)=\left\{x_{1}, \ldots, x_{n}, a_{1}, \ldots, a_{m}\right\}$ and $i$ is the smallest of the numbers $j \leq k$ such that $\tau_{j} \notin \tau_{o}$ and $K \tau^{\prime}$ is an element of the set $\left\{M \tau^{\prime \prime} \in T: M \tau^{\prime \prime} \in \varsigma\left(\tau_{i}\right)\right.$ and there is no element $M_{1} t \in \varsigma\left(\tau_{i}\right)$ such that $\operatorname{len}\left(M \tau^{\prime \prime}\right) \leq \operatorname{len}\left(M_{1} t\right)$ and $\left.M \tau^{\prime \prime} \neq M_{2} t\right\}$ and moreover if $K \tau^{\prime}$ is the earliest element of the set $T$, ordered linearly by a certain ordering relation, then we put

$$
\chi(\tau)=\left[s^{-1} s \overline{s K}\right] \chi\left(\varphi\left(\tau_{1}, \ldots, \tau_{i-1}, \tau_{i}\left(K \tau^{\prime} / \overline{s \tau^{\prime}}\right), \tau_{i+1}, \ldots, \tau_{k}\right)\right)
$$

where $s=\left[x_{1} / y_{1}, \ldots, x_{n} / y_{n}, a_{1} / b_{1}, \ldots, a_{m} / b_{m}\right]$ and $y_{1}, \ldots, y_{n}, b_{1}, \ldots, b_{m}$ denote the first, different individual and propositional variables not belonging to $\left\{x_{1}, \ldots, x_{n}, a_{1}, \ldots, a_{m}\right\}$ in the linearly ordered set $V \cup V_{0}$. The assignment instruction $s^{-1}$ is inverse to $s$.
(4) If $\alpha \in F^{\prime} \backslash F_{o}$ is of the form $\rho\left(\tau_{3}, \ldots, \tau_{k}\right)$ then

$$
\chi(\alpha)=\left[s^{-1} s K\right] \times\left(\rho\left(\tau_{1}, \ldots, \tau_{i-1}, \tau_{i}\left(K \tau^{\prime} / s \tau^{2}\right), \tau_{i+1}, \ldots, \tau_{k}\right)\right)
$$

where $\rho \in P_{k}, k \in N, \tau_{1}, \ldots, \tau_{k} \in T, \mathscr{Y}(\tau)=\left\{x_{1}, \ldots, x_{n}, a_{1}, \ldots, a_{m}\right\}$ and $s, i, K \tau^{\prime}$ are defined analogously as in (3).
(5) If $\alpha \in F^{\prime}$ and $K \in S$ then $\chi(K \alpha)=K \chi(\alpha), \chi(\cup K \alpha)=\bigcup K \chi(\alpha)$ and $\chi(\cap K \alpha)=$ $\cap K \chi(\alpha)$.
(6) $\chi(\alpha \bullet \beta)=\chi(\alpha) \bullet \chi(\beta)$ and $\chi(\neg \alpha)=\neg \chi(\alpha)$ for any $a, \beta \in F^{\prime}$ and $\bullet \in\{\wedge$, $\vee, \rightarrow\}$.

Using this function $\chi$ we add a new axiom to the set of axioms $A x$
A27 $\rho\left(\tau_{1}, \ldots, \tau_{n}\right) \equiv \chi\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)$
and we denote this new extended set of axioms by $A_{\gamma}$.

We add in Definition 6 the new condition of the form:
(c) $H\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)=H\left(\chi\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)\right)$
for every $\rho\left(\tau_{1}, \ldots, \tau_{n}\right) \in F^{\prime} \backslash F_{o}$ where $\rho \in P_{n}, n \in N$ and $\tau_{1}, \ldots, \tau_{n} \in \mathbf{T}^{\prime}$.
Moreover we have to change in Definition 7the notion of program-substitution $p: F^{\prime} \rightarrow F^{\prime}$ as follows:

$$
p(\alpha)= \begin{cases}h^{e}(\alpha) & \text { for } \alpha \in F_{0}  \tag{d}\\ s^{\times(\alpha)} H(\alpha) & \text { for } \alpha \in F^{\prime} \subset F_{o} .\end{cases}
$$

This new set of program-substitutions will be denoted by $S b_{x}$.
Now we present an example to explain the effects of program-substitution from $S b_{x}$

Example 6. Let $z, u$ denote the lirst, different individual variables of the set $V \backslash\{x, y\}$ where $a \in V_{0}$ and $x \neq y$. It can be easily seen that for $e \in \mathcal{E}_{g}$ and for $p \in S b_{x}$ such that $p$ is defined as in (d) we get

$$
\begin{aligned}
p(a \wedge p([x / y] x)) & =[g(a) / e(a)] H(a \wedge \rho([x / y] x)) \\
& =[g(a) / e(a)](g(a) \wedge H(j(\rho([x / y] x)))) \\
& =[g(a) / e(a)](g(a) \wedge H([[z / x, u / y][[x / z, y / u][x / y]] \rho \overline{([x / z, y / u] x)))} \\
& =[g(a) / e(a)](g(a) \wedge[[g(z) / g(x), g(u) / g(y)][g(z) / g(u)]] e(\rho(z)) .
\end{aligned}
$$

By Lemma 1 (i) and by applying A14, A23 we conclude that the generalized formula

$$
[g(a) / e(a)](g(a) \wedge[[g(z) / g(x), g(u) / g(y)][\theta(z) / g(u)]] e(\rho(z)))
$$

is equivalent to the formula of the form

$$
e(a) \wedge \overline{[g(z) / g(x), g(u) / g(y)] \overline{(g(z) / g(u)] e(\rho(z))})} .
$$

Since $e \in \mathscr{E}_{\dot{p}}$ then two classical open formulas
$e(a) \wedge \overline{[g(z) / g(x), g(u) / g(y)] \overline{([g(z) / g(u)] e(\rho(z))})}$ and $e(a) \wedge e(\rho(y))$
are equivalent.
So we can say intuitively that $p$ transforms $a ; \rho(y)$ into $e(a) ; e(\rho(y))$ respectively.
One can observe that if we change the symbols $s^{\alpha}, s^{\beta}, S b$ in the proof of Theorem 2 for $s^{x(\alpha)}, s^{x(\beta)}, S b_{z}$ respectively and if we extend the meaning of the symbol $H$ by (c) and the meaning of the notion of program-substitution $p$ by (d) then we get

Theorem 4. Algorithmic logic with generalized terms is closed under programsubstitution from $\mathrm{Sb}_{x}$.

In the sequel we extend Definition 9 assuming that
(16) $\left\langle s \chi\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right), s \rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right\rangle \in X$ for $s$ being a sequence of assignment instructions $s_{1} \ldots s_{k}, k \in N, \quad \rho \in P_{n}, \quad n \in N, \quad \tau_{1}, \ldots, \tau_{n} \in T^{\prime} \quad$ and $\quad$ for $\rho\left(\tau_{1}, \ldots, \tau_{\pi}\right) \in F^{\prime} \backslash F_{o}$.

Therefore we obtain the relation < defined on the set of generalized formulas of the language with generalized terms. These new definitions enable us to formulate some version of Lemma 3.

Lemma 4. For any generalized formulas $a, \beta \in F^{*}$ and any $g \in G, e \in \mathscr{E}_{g}$, ( $e, g$ )-function $u$ and an endomorphism $H: F^{\prime} \rightarrow F^{\prime}$ such that $H / F_{0}=h^{u}$, if $\vartheta(\chi(\alpha)) \cap V_{0} \subset \vartheta(\beta)$, then $卜 s^{\beta} H(\alpha) \equiv s^{x(\alpha)} H(\alpha) \equiv s^{\chi(\alpha)} H(\alpha)$, where $s^{\beta}$ and $s^{x(\alpha)}$ are designated by $\langle g, e\rangle$.

By applying Lemma 4 we can prove the theorem analogous to the Theorem 3:
For every program-substitution $p \in S b_{z}$ and for all generalized formulas $\alpha$, $\beta \in F^{\prime}$.
(i) $p(\alpha \rightarrow \beta) \equiv(p(\alpha) \rightarrow p(p))$,
(ii) $\vdash p(\alpha \wedge \beta) \equiv(p(\alpha) \wedge p(\beta))$,
(iii) $\vdash p(\alpha \vee \beta) \equiv(p(\alpha) \vee p(\beta))$,
(iv) $\vdash p(\quad \alpha) \equiv \neg p(\alpha)$.

### 3.5 Program-substitution in the language $\mathscr{L}^{\prime \prime}$ and $\mathscr{L}_{\square}$

The above considerations can be generalized for the language of the extended algorithmic logic of the first order with classical quantifiers $\mathscr{L}^{\prime \prime}$ (L Banachowski [1]) and for the language of algorithmic logic with non-deterministic programs (G. Mirkowska [60]. [61]).

To get the set of axioms of $\mathscr{L}^{\prime \prime}$ we add some new forms of axioms to the set of axioms $A x$ :

Q27 $s\left(\exists_{x} \alpha\right) \equiv \exists_{y} s([x / y] \alpha)$ for $y \notin Q(s \alpha)$,
Q28 $[x / \tau] \alpha \rightarrow \exists_{x} \alpha$ where $\alpha \in F_{v}, x \in V$ and $\tau \in T_{a}$,
Q29 $\forall_{x} \alpha \equiv \neg \exists_{x}(\neg \alpha)$.
We admit $r_{0}, r_{3}$ as the rules of inference and two rules of the scheme:

$$
r_{4}: \frac{\alpha \rightarrow \beta}{K \alpha \rightarrow K \beta}, \quad r_{5}: \frac{[x / y] \alpha \rightarrow \beta}{\exists_{x} \alpha \rightarrow \beta},
$$

where $\alpha, \beta \in F_{\forall}, K \in S, x, y \in V$ and $y \nsubseteq \vartheta(\alpha \wedge \beta)$.

Let $C_{E}$ be the consequence operation of the extended algorithmic logic with quantifiers based on the set of rules $\left\{r_{0}, r_{3}, r_{4}, r_{5}\right\}$ and defined by Definition 1 . Any formula of the set $C_{E}(0)$ will be called a thesis of algorithmic logic with quantifiers and $\alpha \in C_{E}(\varphi)$ will be denoted by $\vDash \alpha$.

Now we shall introduce the language of algorithmic logic with nondeterministic programs. There are many reasons, that motivate and justify studies of algorithmic properties of non-deterministic programs, cf. D. Harel and V. Pratt [39], G. Mirkowska [60], [61], S. Radziszowski [77]. We have auxiliary symbols: $\cup, \square, \bigcirc$. Non-deterministic programs are constructed with the new program connective $\cup$ (non-deterministic choice) and are denoted by $\left[K_{1} \cup K_{2}\right]$. The programs without the symbol $\cup$ will be called deterministic. In this language the set of programs will be denoted by $S_{\square}$. We have new generalized formulas in the language of non-deterministic programs $\mathscr{L}_{\square}$. To the formation rules describing the set $F_{\checkmark}$ we add new formation rules and we change the symbol of the set of generalized formulas and denote it by $F_{\square}$ :
(1) If $\alpha \in F_{\square}$ and $K \in S_{\square}$ is a deterministic program then $K \alpha \in F_{\square}$,
(2) If $\alpha \in F_{\square}$ and $K$ is a non-deterministic program then $\square K \alpha, \diamond K \alpha, \square \cup K \alpha$, $\square \cap K \alpha, \diamond \bigcup K \alpha, \diamond \cap K \alpha \in F_{\square}$.

By a configuration in the realization $\mathscr{R}$ we shall mean any ordered pair $\left\langle v, K_{1} ; \ldots ; K_{n}\right\rangle$ where $v \in W$ is a valuation and $K_{1}, \ldots, K_{n} \in S_{\square}$.

Let $\rightarrow_{g}$ be the least binary relation in the set of all configurations such that the following conditions hold:
(1) If $s$ is of the form (a) then $\left\langle v, s_{;}\right.$rest $\rangle \rightarrow \rightarrow_{q}<v^{\prime}$, rest $\rangle$ where $v^{\prime}$ is a valuation such that $v^{\prime}\left(x_{i}\right)=\tau_{i g}$ for $1 \leq i \leq n$ and $v^{\prime}(z)=v(z)$ for $z \in\left(V \cup V_{0}\right) \backslash$ $\left\{x_{1}, \ldots, x_{n}\right\}$,
(2) $<v,[K \cup M]$; rest $>\rightarrow_{\boldsymbol{R}}<v, K$; rest $>$,
(3) $<v,[K \cup M]$; rest $>\rightarrow\langle v, M$; rest $>$,
(4) $<v, \underline{x}[\alpha K M]$; rest $>\rightarrow_{s}<v, K$; rest $>$ iff $\alpha_{G}(v)=V_{o}$,
(5) $<v, \underline{\chi}[\alpha K M]$; rest $>\rightarrow_{s}<v, M$; rest $>$ iff $\alpha_{?}(v)=\wedge_{0}$.
(6) $<v,[K M]$; rest $>\rightarrow_{s}<v, K, M$; rest $>$,
(7) $<v, *[\alpha K]$; rest $>\rightarrow_{s}<v$, rest $>$ iff $\alpha_{s}(v)=\wedge_{0}$,
(8) $<v, *[\alpha K]$; rest $>\rightarrow_{s}<v, K ; *[\alpha K]$; rest $>$ iff $\alpha_{g}(v)=V_{0}$.

Let $I \subset \mathcal{N}$ and for any $n, m \in \mathscr{N}$, the following condition holds: if $n \leq m$ and $m \in I$, then $n \in I$.

The sequence $\left(c_{\dot{i}}\right)_{i \in I}$ of configurations is called a computation of the program $K \in S_{\square}$ in the realization $\mathscr{R}$ and at the valuation $v$ iff for any $i, j \in I:$ if $j=i+1$ then $c_{i} \rightarrow_{g} c_{j}$ and $c_{0}=\langle v, K\rangle$.

If the sequence $\left(c_{i}\right)_{\epsilon \tau}$ is finite, i.e. if it is a sequence $c_{1}, \ldots, c_{n}$ and $c_{n}=\left\langle v^{\prime}, \phi\right\rangle$, then the valuation $v^{\prime}$ is called the result of the computation of the program $K$ in the realization $\mathscr{R}$ at the valuation $v \in W$.

The set of all results of the computation of the program $K \in S_{\square}$ in the realization $\mathscr{R}$ at the valuation $v \in W$ will be denoted by $K_{g}(v)$. So if $K \in S_{\square}$ is a deterministic program, then $K_{g}(v)$ is at most a one-element set.

Let $K^{\prime} \in S_{\square}$ be a deterministic program and $K \in S_{\square}$. We put

$$
\left(K^{\prime} \alpha\right)_{\Omega^{\prime}}(v)= \begin{cases}\alpha_{s}\left(v^{\prime}\right) & \text { iff } v^{\prime} \in K_{g f}^{\prime}(v) \\ \bigwedge_{0} & \text { in the opposite case }\end{cases}
$$

$(\square K \alpha)_{\mathscr{S}}(v)=V_{0}$ iff all computations of $K$ in the realization $\mathscr{R}$ and at the valuation $v \in W$ are finite and for all $v \in W$, if $v^{\prime} \in K_{g}(v)$ then $\alpha_{g}\left(v^{\prime}\right)=V_{0}$. $(\diamond K \alpha)_{\mathscr{g}}(v)=V_{o}$ iff $K$ has a finite computation in the realization $\mathscr{R}$ and at the valuation $v \in W^{\prime}$ and there exist $v^{\prime} \in K_{\mathbb{g}}(v)$ such that $\alpha_{\mathfrak{s}}\left(v^{\prime}\right)=\bigvee_{0^{\prime}}$ $(\square \cup K \alpha)_{\mathscr{G}}(v)=\sup \left\{\left((\square K)^{i} \alpha\right)_{\mathcal{F}}(v): i \in \mathcal{N}\right\}$,
$(\diamond \cup K \alpha)_{g}(v)=\sup \left\{\left((\bigcirc K)^{i} \alpha\right)_{\mathscr{S}}(v): i \in \mathscr{N}\right\}$,
$\left(\bigcup K^{\prime}(\alpha)_{\mathscr{G}}(v)=\sup \left\{\left(K^{\prime \prime} \alpha\right)_{\mathcal{F}_{\mathcal{F}}}(v): i \in \mathscr{N}\right\}\right.$,
$\left(\cap K^{\prime} \alpha\right)_{\mathscr{g}}(v)=\inf \left\{\left(K^{\prime i} \alpha\right)_{\mathscr{G}}(v): i \in \mathcal{N}\right\}$,
$(\square \cap K \alpha)_{\mathfrak{g}}(v)=\inf \left\{\left((\square K)^{i} \alpha\right)_{\mathscr{g}}(v): i \in \mathcal{N}\right\}$,
$(\diamond \cap K \alpha)_{\mathscr{G}}(v)=\inf \left\{\left((\diamond K)^{l} \alpha\right)_{\mathscr{R}}(v): i \in \mathscr{N}\right\}$,
where $([] K)^{i} \alpha$ (and analogously $(\diamond K)^{i} \alpha$ ) denotes the formula:


Hence for example we get

$$
\begin{aligned}
& *[\delta K]_{\boldsymbol{g}}(v)=\left\{v^{\prime} \in W: \exists v_{o}, \ldots, v_{n} \forall_{0<i \leq n}\left(v_{i \in K_{q}}(v) \text { and } v_{o}=v\right. \text { and }\right. \\
& \left.\left.\delta_{\mathscr{Q}}\left(v_{n}\right)=\bigwedge_{o} \text { and } v_{n}=v^{\prime}\right)\right\}, \\
& {[K M]_{g^{\prime}}(v)=\left\{v^{\prime} \in W: \exists_{0^{\prime \prime}}\left(v^{\prime \prime} \in K_{g^{\prime}}(v) \text { and } v^{\prime} \in M_{Q^{\prime}}\left(v^{\prime \prime}\right)\right\}\right. \text {, }} \\
& -K[\delta K M]_{\mathbb{R}}(v)= \begin{cases}K_{G}(v) & \text { if } \delta_{G}(v)=\bigvee_{0} \\
M_{G}(v) & \text { if } \delta_{G}(v)=\Lambda_{0},\end{cases} \\
& {[K \cup M]_{\mathscr{R}}(v)=K_{\mathscr{H}}(v) \cup M_{\mathscr{R}}(v) .}
\end{aligned}
$$

Now we present the axioms and rules of the algorithmic logic with non-deterministic programs from $\mathscr{L}_{\square}$ (G. Mirkowska [61]): A1-A14, A26, Q27-Q29 and A15-A24 for deterministic programs and moreover for $\otimes \in\{\square, \diamond\}:$

N1 $\square K(\alpha \wedge \beta) \equiv(\square K \alpha \wedge \square K \beta)$
N2 $\quad \diamond K(\alpha \vee \beta)=(\diamond K \alpha \vee \diamond K \beta)$
N3 $\otimes[K M] \alpha \equiv \otimes K(\otimes M \alpha)$
N4 $\otimes \underline{L}[\delta K M] \alpha \equiv((\delta \wedge \otimes K \alpha) \vee(\neg \delta \wedge \otimes M \alpha))$
N5 $*\left[\delta K^{\prime}\right] \alpha \equiv\left((\neg \delta \wedge \alpha) \vee\left(\delta \wedge K^{\prime}\left(*\left[\delta K^{\prime}\right] \alpha\right)\right)\right)$
N6 $\otimes *[\delta K] \alpha \equiv((\neg \delta \wedge \alpha) \vee(\otimes K(\otimes *[\delta K] \alpha)))$
N7 $\diamond[K \cup M] \alpha \equiv(\bigcirc K \alpha \vee \diamond M \alpha)$
N8 $\square[K \cup M] \alpha \equiv(\square K \alpha \wedge \square M \alpha)$
N9 $\otimes \bigcup K \alpha \equiv(\alpha \vee \otimes \bigcup K(\otimes K \alpha))$
N10 8$) \cap K \alpha \equiv(\alpha \vee \otimes \cap K(\otimes K \alpha))$
N11 $\otimes K^{\prime} \alpha \equiv K^{\prime} \alpha$.
We adopt the following rules:
$r_{o}, r_{5}$ and $r_{2}, r_{3}, r_{4}$ for deterministic programs and moreover

$$
\begin{gathered}
r_{6}: \frac{\alpha \rightarrow \beta}{\otimes K \alpha \rightarrow \otimes K \beta}, \quad r_{7}: \frac{\left\{\left(s \vee\left[\delta K^{\prime}[]\right]^{i}(\neg \delta \wedge \alpha)\right) \rightarrow \beta: i \in \mathscr{N}\right\}}{\left(s *\left[\delta K^{\prime}\right] \alpha\right) \rightarrow \beta} \\
r_{8}: \frac{\left\{\left(s \otimes \vee[\delta K[]]^{i}(\neg \delta \wedge \alpha)\right) \rightarrow \beta: i \in \mathcal{N}\right\}}{(s \otimes *[\delta K] \alpha) \rightarrow \beta}, \quad r_{9}: \frac{\left\{\left(s \otimes K^{i} \alpha\right) \rightarrow \beta: i \in \mathscr{N}\right\}}{(s \otimes \cup K \alpha) \rightarrow \beta}, \\
r_{10}: \frac{\left\{\beta \rightarrow s \otimes K^{i} \alpha: i \in \mathcal{N}\right\}}{\beta \rightarrow s \otimes \cap K \alpha},
\end{gathered}
$$

where $\otimes \in\{\square, O\}$.
These rules and axioms define the consequence operation of the algorithmic logic with non-deterministic programs denoted by $C_{\square}$ ( $G$. Mirkowska [61]).

The set of program-substitutions $S b_{v}$ is defined in the extended algorithmic logic with quantifiers analogously as in AL though defining the function $H$ (see Definition 6) we put

$$
H\left(\exists_{x} \alpha\right)=\exists_{g(x)} H(\alpha) \text { and } H\left(\forall_{x} \alpha\right)=\forall_{g(x)} H(\alpha)
$$

where $x \in V$ and $\alpha \in F_{Y}$.

Moreover in the algorithmic logic with non-deterministic programs the set $S b_{\square}$ is defined analogously as in $\mathscr{L}^{\prime \prime}$ but we put additionally

$$
H(D K \alpha)=D K_{g}^{\varepsilon} H(\alpha)
$$

for any $D \in\{\diamond, \diamond \cup, \diamond \cap, \square, \square \cup, \square \cap\}$ and $\alpha \in F_{\square}$.

## Lemma 5.

(i) $g(V \backslash \vartheta(\alpha)) \cap \vartheta\left(h^{\mu}(\alpha)\right)=\emptyset$ for every $\alpha \in F_{0}$,
(ii) $g(V \backslash \vartheta(K)) \cap \mathcal{S}\left(K_{g}^{e}\right)=\emptyset$ for every $K \in S_{\square}$,
(iii) For every generalized formula $\alpha$ and for every individual variable $y \in V$,
if $y \not \ddagger \vartheta(\alpha)$, then $g(y) \notin \vartheta H(\alpha)$, where $g \in G$ and $e \in \mathscr{E}_{g}$
Theorem 5. The extended algorithmic logic with quantifiers and the algorithmic logic with non-deterministic programs are closed under program-substitutions i.e. $p\left(C_{\varepsilon}(\vartheta)\right) \subset C_{E}(9)$ and $p\left(C_{D}(\vartheta)\right) \subset C_{\square}(9)$ for every program-substitution $p \in S b_{\vartheta}$ or $p \in S b_{\square}$ respectively.

Let us consider the set $X^{\prime}$ of pairs $\left\langle\alpha_{1}, \alpha_{2}\right\rangle$ in algorithmic logic with quantifiers such that $\alpha_{1}$ is equal to $\alpha_{2}$ or $\left\langle\alpha_{1}, \alpha_{2}\right\rangle$ is one of the form from Definition 9 or additionally of the form
(16) $\left\langle s_{1} \ldots s_{m}[x / \tau] \alpha, s_{1} \ldots s_{n} \exists_{x} \alpha>\right.$ for $\alpha_{1}, \alpha_{2}, \alpha \in F_{v}, s_{1}, \ldots, s_{n} \in S_{o}, n \in N, x \in V$ and $\tau \in T_{0}$.
We define the binary relation <' on $F_{y}$ in the extended algorithmic logic with quantifiers for any $\alpha, \beta \in F_{Y}$ :
$\alpha<' \beta$ iff there exist $\alpha_{1}, \ldots, \alpha_{n} \in F_{\vee}$ such that $\alpha_{1}=\alpha, \alpha_{n}=\beta$ and for every $i \in\{1, \ldots n-1\}$ the pair $\left\langle\alpha_{i}, \alpha_{i+1}\right\rangle$ is an element of $X^{\prime}$.

Let us iotice that the relation $<'$ is an ordering in $F_{\forall}$ such that any nonempty subset $Z \subset F_{Y}$ contains a minimal element. The above binary relation can be defined on $F_{\square}$. For further considerations we shall need.

Lemma 6. For any generaiized formulas $\alpha, \beta \in F_{v}\left(F_{\square}\right)$ : if $\vartheta(\alpha) \cap V_{0} \subset \mathcal{O}(\beta)$ then $s^{\beta} H(\alpha) \leftrightarrow s^{\alpha} H(\alpha)$ is a thesis of $C_{E}(\eta)\left(C_{\square}(\emptyset)\right)$.

Proof. For simplicity we shall prove this lemma only for the language of the extended algorithmic logic with quantifiers. The proof is by induction on the relation <' defined on $F_{\gamma}$. Since the proof is analogous to the proof of Lemma 3, we consider only the case $\alpha=\exists_{x} \lambda$ for some $x \in V$ and for some generalized formula $\lambda$.

Since $[x / \tau] \lambda<' \exists x \lambda$ and $\vartheta(\lambda) \cap V_{0}=\vartheta([x / \tau] \lambda) \cap V_{0}=\vartheta(\alpha) \cap V_{0}$ for every $\tau \in T_{a}$, we get
(1) $\vdash s^{\beta} H([x / \tau] \lambda) \leftrightarrow s^{\alpha} H([x / \tau] \lambda)$ by the equality $s^{[x / \tau] \lambda}=s^{a}$ and by the inductive hypothesis for every $\tau \in T_{0}$.

The inclusion $H\left(C_{\Sigma}(\vartheta)\right) \subset C_{\Sigma}(\emptyset)$ holds and the rule of the scheme $\frac{\beta}{s \hat{\beta}}$ is a derivable rule of the consequence operation $C_{E}$, so by the axiom $[x / \tau] \lambda \rightarrow \exists_{x} \lambda$ we conclude that
(2) $卜 s^{2} H([x / \tau] \lambda) \rightarrow s^{a} H(\alpha)$ for every $\tau \in T_{0}$.

According to (1) and (2) we obtain
(3) $\vdash s^{\beta}\left[g(x) / g^{\prime}(\tau)\right] H(\lambda) \rightarrow s^{\infty} H(\alpha)$ for every $\tau \in T_{o}$.

We shall use the abbreviation $\mathscr{2}=g(V) \backslash \vartheta\left(s^{\beta} s^{\beta} T R U E\right) .2$ is an infinite and enumerable set whereas $g(\vartheta(\lambda) \cup\{x\})$ is a finite set, so there exists $z \in \mathscr{Q} \backslash g(G)(\lambda) \cup\{x\})$. Hence and by the definition of $\mathscr{Q}$ there exists $y \in V$ such that $z=g(y)$ and $g(y) \notin \vartheta\left(s^{\beta}\right) \cup \vartheta\left(s^{\alpha}\right)$. Since $g(y) \nsubseteq g(\vartheta(\lambda) \cup\{x\})$, we get $y \notin \vartheta(\lambda)$ and $g(y) \neq g(x)$.

According to the Lemma 5 (iii) we get $g(y) \notin \vartheta(H(\lambda))$. Hence $g(y) \notin$ $\vartheta(H(\lambda)) \cup\{g(x)\} \cup \vartheta\left(s^{\beta}\right) \cup \vartheta\left(s^{\alpha}\right)$.

Putting in (3) $\tau=y$ and using the rule of the scheme $\frac{([x / y] \beta) \rightarrow \delta}{\left(\exists_{x} \beta\right) \rightarrow \delta}$ we conclude that
(4) $\vdash s^{\beta} H(\alpha) \rightarrow s^{\alpha} H(\alpha)$ for $y \notin g(\alpha \cdot \beta)$.

By the same argumentation as used in (2) we get $\vdash s^{\theta}\left[g(x) / g^{\prime}(\tau)\right] H(\lambda) \rightarrow$ $s^{\beta} H(\alpha)$. Hence and by (1) we obtain
(5) $\vdash s^{\alpha}\left[g(x) / g^{\prime}(\tau)\right] H(\lambda) \rightarrow s^{\beta} H(\alpha)$.

Simultaneously by similar argumentation as before we find a special element $y \in V$ and then putting in (5) $\tau=y$ and using the above-mentioned rule we get (6) $\upharpoonright s^{\alpha} H(\alpha) \rightarrow s^{\beta} H(\alpha)$.

On the other hand by (4) and (6) we conclude that
(7) $\vdash s^{\alpha} H(\alpha) \leftrightarrow s^{\alpha} H(\alpha)$.

## Chapter 4

## Algorithmic structural completeness

### 4.1 The problem of completeness of $\boldsymbol{C}_{R_{*}}$

In this chapter we introduce the notion oif the aigorithmic structural completeness and we shall prove property for the consequence operation of AL. At first we shall consider the substitution rule and the structural rules. Next we shall study interrelation between all structural, finitary and admissible rutes on one hand and derivable rules on the other hand.

By a substitution rule $r_{*}$ we mean the rule of the form: $\frac{\alpha}{p(\alpha)}$ where $p$ is a program-substitution. Assume the following abbreviation: $R_{*}=R \cup\left\{r_{*}\right\}$.

It will appear that the substitution rule allows us to examine deeply algorithmic properties of formulas and programs of AL.

We shall say that $a$ rule $r$ is structural iff $\langle p(H), p(\alpha)\rangle \in r$ for every sequent $<X, \alpha\rangle \in r$ and for every program-substitution $p \in S b$. We recall two definitions:

A generalized formula $\alpha$ is an element of the set $\mathscr{F}$ iff there exists a classical formula $\beta$ (i.e. a formula without programs) such that $\alpha$ and $\beta$ are equivalent.

A rule $r$ is finitary iff for every sequent $\langle X, \alpha\rangle \in r$ the set $X$ is finite and $X \cup\{\alpha\} \subset \mathscr{F}$.

The consequence operation $C$ is algorithmically structurally complete iff every structural, finitary and admissible rule is derivable in $C$.

Theorem 2 allows us to strengthen the consequence operation $C_{R}$ by substitution rule and to examine the $C_{R_{*}}$ - consequence operation. Obviously $C_{R_{*}}(0)=C_{R}(\emptyset)$. At first we shall solve the problem of completeness of $C_{R_{*}}$ and next we shall prove that the consequence operation of algorithmic
logic strengthened by the substitution rule is algorithmically structurally complete.

Definition 13. Let $x_{0} \in V$. For any one-one mapping $h_{0}$ of the set Vinto $V \backslash\left\{x_{0}\right\}$ we define a function $h$ on $T_{0} \cup S \cup F$ as follows:
(1) $h(x)=h_{0}(x)$ for every $x \in V$,
(2) $h\left(\varphi\left(\tau_{1}, \ldots, \tau_{n}\right)\right)=\varphi\left(h\left(\tau_{1}\right), \ldots, h\left(\tau_{n}\right)\right)$ for any $\varphi \in \Phi_{n}, n \in N$ and $\tau_{1}, \ldots, \tau_{n} \in T_{0}$,
(3) $h(\varphi)=\varphi$ for any $\varphi \in \Phi_{0}$,
(4) $h(\alpha)=\alpha$ for every $\alpha \in V_{o} \cup\{$ TRUE, FALSE $\}$,
(5) $h\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)=\rho\left(x_{o}, \ldots, x_{0}\right)$ for any formula $\rho\left(\tau_{1}, \ldots, \tau_{n}\right) \in E$.
(6) $h(\alpha \bullet \beta)=h(\alpha) \bullet h(\beta)$ and $h(\neg \alpha)=\neg h(\alpha)$ for any generalized formulas $\alpha$. $\beta$ and $\bullet \in\{\wedge, \vee, \rightarrow\}$,
(7) $h(s)= \begin{cases}{[]} & \text { if } s \text { is of the form }\left[x_{1} / \tau_{1}, \ldots, x_{n} / \tau_{n}\right] \\ {\left[a_{1} / h\left(\alpha_{1}\right), \ldots, a_{m} / h\left(\alpha_{m}\right)\right]} & \text { if } s \text { is of the form (a), }\end{cases}$
(8) $h([K M])=[h(K) h(M)]$.
(9) $h(\vee[\delta \mathrm{KM}])=\underline{\vee}[h(\delta) h(K) h(M)]$.
(10) $h(*[\delta K])=*[h(\delta) h(K)]$,
(11) $h(K \alpha)=h(K) h(\alpha)$,
(12) $h(\bigcup K \alpha)=\bigcup h(K) h(\alpha)$ and $h(\cap K \alpha)=\cap h(K) h(\alpha) \square$.

Theorem 6. The consequence operation $C_{R_{*}}$ is incomplete.
Proof. At lirst we shall prove the following inclusion:
(e) $h\left(C_{R_{R}}(\{\rho(x) \rightarrow \rho(y)\})\right) \subset C_{R}(\emptyset)$.

By Definition 1. we know that $C_{R}(X)=\bigcup\left\{C_{k}^{k}(X): \gamma<\Omega\right\}$. We shall prove that $h\left(C_{R_{*}}^{\gamma}(\{\rho(x) \rightarrow \rho(y)\})\right) \subset C_{R}(\emptyset)$ for every $\gamma$.

Let $\gamma$ be the least ordinal number i.e. $\gamma=0$. Since $\overline{h(s) h(\delta)}=h(\overline{s \delta})$ for every $s \in S_{o}$ and for every $\delta \in F_{o}$, the value resulted from applying $h$ to the axiom Al4 is the thesis. Hence

$$
\left.h\left(C_{R_{+}}^{0}(\{\rho(x) \rightarrow \rho(y)\})\right) \subset C_{R}(\eta)\right) .
$$

We assume inductively that $h\left(C_{R_{*}}^{\mu}(\{\rho(x) \rightarrow \rho(y)\})\right) \subset C_{R}(\theta)$ for every ordinal number $\mu<\gamma$.

If $\gamma$ is a limit ordinal number, then by the inductive hypothesis we get

$$
h\left(C_{R_{0}}(\{\rho(x) \rightarrow \rho(y)\})\right) \subset C_{R}(\eta) .
$$

Now suppose that $\gamma=\mu_{0}+1$ for some ordinal number $\mu_{0}$. Let $\alpha \in h\left(C_{R_{*}}^{j}(\{\rho(x) \rightarrow \rho(y)\})\right)$. Hence and by Definition 1 we get

$$
\alpha \in h\left(C_{R_{0}}^{\mu_{0}}(\{\rho(x) \rightarrow \rho(y)\})\right) .
$$

Then according to the inductive hypothesis $\vdash \alpha$ or there exist $X \subset$ $\left(C_{R_{*}}^{\mu}(\{\rho(x) \rightarrow \rho(y)\}), \beta \in F\right.$ and $r \in R$. such that $\alpha=h(\beta)$ and $\langle X, \beta>\in r$.

If $r \neq r$. then $\langle h(X), h(\beta)>E r$ and by the inductive hypothesis $h(X) \subset C_{R}(\vartheta)$. Using the rule $r$ we get $\vdash \alpha$. Hence
(1) $h\left(C_{R}(\varphi)\right) \subset C_{R}(\emptyset)$.

If $r=r_{4}$, then $X=\{\lambda\}$ [or some $\lambda \in F$ and by the inductive hypothesis $\vdash h(\lambda)$. Since $<\{\lambda\}, \beta>\in T_{\text {e }}$, there exists $p \in S b$ such that $\beta=p(\lambda)$. Thus $\alpha=h(p(\lambda))$. As we know for any $\eta \in F$

$$
p(\eta)= \begin{cases}h^{e}(\eta) & \text { for } \eta \in F_{o} \\ s^{\eta} H(\eta) & \text { for } \eta \in F \backslash F_{o}\end{cases}
$$

where $g \in G, e \in \mathscr{E}_{g}$ and $H$ fulfills the conditions from Definition 6, so $H / F_{o}=h^{v}$ for $(e, g)$-function $u$.

For further considerations some functions will be defined and their properties will be thoroughly analysed.

Let $h^{e}$. be an endomorphism on $F_{0}$ such that for any $\delta \in A t$

$$
e_{0}(\delta)= \begin{cases}h\left(p\left(\delta_{1}\right)\right) & \text { if } \delta=h\left(\delta_{1}\right) \\ h(p(\delta)) & \text { otherwise some } \delta_{1} \in A t\end{cases}
$$

The above definition is correct, since it is enough to show that for any classical open formula $\lambda_{1}, \lambda_{2} \in F_{o}$ :

$$
\text { if } h\left(\lambda_{1}\right)=h\left(\lambda_{2}\right), \text { then } h\left(p\left(\lambda_{1}\right)\right)=h\left(p\left(\lambda_{2}\right)\right)
$$

For $\lambda_{1}, \lambda_{2} \in V_{0} \cup\{T R U E, F A L S E\}$ by assumption and Delinition 13 we get $\lambda_{1}=\lambda_{2}$, which gives the thesis. If $\lambda_{1}, \lambda_{2} \in E$ then

$$
\lambda_{1}=\overline{\left[x_{1} / \tau_{1}, \ldots, x_{n} / \tau_{n}\right] \rho\left(x_{1}, \ldots, x_{n}\right)}
$$

and

$$
\lambda_{2}=\overline{\left[x_{1} / \tau_{1}^{\prime}, \ldots, x_{n} / \tau_{n}^{\prime}\right] \rho\left(x_{1}, \ldots, x_{n}\right)}
$$

for some classical terms and for some $n$-argument predicate letter. Therefore by the definition of the set $\mathscr{E}_{g}$ and by Definition 13 we get

$$
\begin{gathered}
h\left(p\left(\lambda_{1}\right)\right)=h\left(e \left(\overline{\left.\left[x_{1} / \tau_{1}, \ldots, x_{n} / \tau_{n}\right] \rho\left(\overline{\left.x_{1}, \ldots, x_{n}\right)}\right)\right)}\right.\right. \\
=h\left(\overline{g^{\prime}\left(\left[x_{1} / \tau_{1}, \ldots, x_{n} / \tau_{n}\right] e\left(\rho\left(x_{1}, \ldots, x_{n}\right)\right)\right)} .\right.
\end{gathered}
$$

Obviously for any $s_{1}, s \in S_{0}$ and any $\eta \in F_{0}$ if $\left(\vartheta\left(s_{1}\right) \cup \vartheta\left(s_{2}\right)\right) \cap V_{0}=\emptyset$ then $h\left(s_{1} \eta\right)=h\left(\overline{s_{2} \eta}\right)$. Since $g^{\prime}(s) \in S_{0}$ for every $s \in S_{a}$ and $e\left(\rho\left(x_{1}, \ldots, x_{n}\right)\right) \in F_{o}$, we get

$$
\begin{aligned}
& \left.h\left(p\left(\lambda_{1}\right)\right)=h\left(\overline{g^{\prime}\left(\left[x_{1} / \tau_{1}^{\prime}, \ldots, x_{n} / \tau_{n}^{\prime}\right]\right) e\left(\rho\left(x_{1}, \ldots, x_{n}\right)\right.}\right)\right) \\
& =h\left(e\left(\overline{\left[x_{1} / \tau_{1}^{\prime}, \ldots, x_{n} / \tau_{n}^{\prime}\right]} \overline{\rho\left(x_{1}, \ldots, x_{n}\right)}\right)\right)=h\left(p\left(\lambda_{2}\right)\right) .
\end{aligned}
$$

Let $h^{e_{1}}$ be an endomorphism on $F_{0}$ such that for every $\delta \in A t$

$$
e_{1}(\delta)= \begin{cases}h(g(\delta)) & \text { if } \delta \in V_{0} \\ e_{.}(\delta) & \text { otherwise } .\end{cases}
$$

For any program $K \in S$ we define a program $K^{\prime}$ as follows:
(i) Ir $K$ is of the form (a) then we put

$$
K^{\prime}=\left[h\left(g\left(x_{1}\right)\right) / h\left(g^{\prime}\left(\tau_{1}\right)\right), \ldots, h\left(g\left(x_{\pi}\right)\right) / h\left(g^{\prime}\left(\tau_{n}\right)\right), g\left(a_{1}\right) / h^{e_{1}}\left(\alpha_{1}\right), \ldots, g\left(a_{m}\right) / h^{e_{1}}\left(\alpha_{m}\right)\right] .
$$

Obviously if $K=[]$, then $K^{\prime}=[]$,
(ii) If $K$ is one of the form $o[M N], k[\delta M N]$ or $*[\delta M]$, then $K^{\prime}$ is of the form $\circ\left[M^{\prime} N^{\prime}\right], \underline{L}\left[h^{e_{1}}(\delta) M^{\prime} N^{\prime}\right]$ or $*\left[h^{e_{1}}(\delta) M^{\prime}\right]$ respectively.

Now we define a mapping $H_{1}$ on $F$ in the same way as it was done for the function $H: F \rightarrow F$ from Definition 6, i.e. instead of the ( $e, g$ )-function $u$ and $K_{g}^{e}$ we put there $e_{1}$ and $K^{\prime}$ respectively.

Now assume that $s^{\delta}$ is determined by a couple $<h o g, e_{*}>$ for every $\delta \in F$. Let $q$ be a mapping defined on $F$ as follows:

$$
q(\delta)= \begin{cases}h^{e}+(\delta) & \text { if } \delta \in F_{0} \\ s^{\delta} H_{1}(\delta) & \text { if } \delta \in F \backslash F_{0} .\end{cases}
$$

Since $h^{e} \cdot\left(s \rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)=\overline{h\left(g^{\prime}(s)\right) e .\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)}$ for every elementary formula $\rho\left(\tau_{1}, \ldots, \tau_{n}\right) \in E$ and for every $s \in S_{o}$, we get $h\left(g\left(V_{0}\right)\right) \cap \vartheta\left(e_{1}(E)\right)=\emptyset$. Of course $\vartheta\left(e_{1}(\delta)\right) \cap V \subset\left\{x_{0}\right\}$ for any elementary formula $\delta$. Hence $s^{\prime} z=\overline{h\left(g^{\prime}(s)\right) z}$ for every $s \in S$ and every $z \in \mathcal{Y}\left(e_{1}(E)\right)$. Thus
(2) $\overline{s^{\prime} h^{e} r(\delta)}=h^{e} 1(\bar{s} \delta)$ for every $\delta \in F_{o}$ and $s \in S_{o}$.

Moreover we get
(3) $s^{\delta} H_{1}\left(\alpha^{\prime}\right)=h^{e}\left(\alpha^{\prime}\right)$ for every $\delta, \alpha^{\prime} \in F_{o}$ such that $V_{0} \cap \vartheta\left(\alpha^{\prime}\right) \subset \vartheta(\delta)$.

By (2) we obtain the inclusion $H_{1}(A x) \subset C_{R}\left(\right.$ ()). Simultaneously $<H_{1}(X)$, $H_{1}\left(\alpha^{\prime}\right)>\varepsilon r$ for every $r \in R$ and every $\left\langle X, \alpha^{\prime}\right\rangle \in r$. According to these considerations we get
(4) $H_{1}\left(C_{R}(9)\right) \subset C_{R}(\emptyset)$.

By (3), (4) and by the inductive hypothesis we get
(5) $q\left(C_{R}(\varphi)\right) \subset C_{R}($ (乡).

Using (3) and (4) we can prove by an analogous argument as used in Lemma 3 the following property:
(6) For any generalized formulas, $\Phi, \Psi \in F$ if $\mathscr{P}(\Phi) \cap V_{0} \subset \mathcal{Y}(\Psi)$, then $\vdash s^{\Psi} H_{1}(\Phi) \leftrightarrow s^{\Phi} H_{1}(\Phi)$.

Similarly as in Theorem 3 by virtue of (3) and (6) we can prove that for every $\Phi, \Psi \in F$ :
$(7) \vdash q(\Phi \bullet \Psi) \leftrightarrow(q(\Phi) \bullet q(\Psi))$ for any $\in\{\wedge, \vee, \rightarrow\}$ and $\vdash q(\neg \Phi) \leftrightarrow \neg q(\Phi)$.
Now we are going to prove the following equivalence:
(8) $\vdash q(h(\Phi)) \leftrightarrow(h(p(\Phi))$ for every $\Phi \in F$.

If $\Phi$ is a minimal element of the relation < introduced in Definition 9 then the thesis holds in this case.

Suppose that (8) holds for every generalized formula $\Phi^{\prime} \in F$ such that $\Phi^{\prime}<\Phi$.

Let $\Phi$ be of the form $s_{1}, \ldots, s_{n} \delta$ for some $\delta \in F_{o}$ and for some $s_{1}, \ldots, s_{n} \in S_{o}$. By Al4, $r_{1}$ and (1) we get

$$
\vdash h\left(s_{1} \ldots s_{n} \delta\right) \leftrightarrow h\left(s_{1} \ldots s_{n-1} \overline{s_{n} \delta}\right) .
$$

Hence, by (5) and (7) we conclude that

$$
\vdash q\left(h\left(s_{1} \ldots s_{n} \delta\right) \leftrightarrow q\left(h\left(s_{1} \ldots s_{n-1} \overline{s_{n} \delta}\right)\right) .\right.
$$

Using the inductive hypothesis it follows that

$$
\vdash q\left(h\left(s_{1} \ldots s_{n-1} \overline{s_{n} \delta}\right)\right) \leftrightarrow h\left(p\left(s_{1} \ldots s_{n-1} \overline{s_{n} \delta}\right)\right) .
$$

Moreover A14, $r_{1}$ and (1) allow us to get

$$
\vdash h\left(p\left(s_{1} \ldots s_{n-1} \overline{s_{n} \delta}\right)\right) \leftrightarrow h\left(p\left(s_{1} \ldots s_{n} \delta\right)\right) .
$$

Therefore the thesis holds in this case.
If $\Phi$ is either of the form $s_{1} \ldots s_{n} \circ[K M] \Psi, s_{1} \ldots s_{n} \vee[\delta K M] \Psi$ or of the form $s_{1} \ldots s_{n} *[\delta K] \Psi$, then by A23, A24 and A25 respectively and quite similiar argumentation as used before we get the thesis.

Moreover for $\Phi$ being of the form $s_{1} \ldots s_{m}\left(\Psi \bullet \Psi^{\prime}\right)$ or $s_{1} \ldots s_{m}(\neg \Psi)$ for some $\bullet \in\{\wedge, V, \rightarrow\}$ the proof is analogous as before by using the axioms A16, A15, A19, A20, A17, A18 respectively, which ends the proof of (8).

Now we return to the proof of (e). Since $\vdash h(\lambda)$, we get $\vdash q(h(\lambda))$ by (5). Hence, by ( 8 ) and $r_{0}$ we conclude that $\vdash h(p(\lambda))$, so $\vdash \alpha$ which ends the proof of (e).

Let $x, y$ be two different individual variables. Obviously $\rho(x) \rightarrow \rho(y) \notin$ $C_{R}(\emptyset)$.

Moreover $C_{\mathrm{R}}(\{\rho(x) \rightarrow \rho(y)\}) \neq F$. Since in the opposite case $\alpha, \neg \alpha \in$ $C_{R_{R}}(\{\rho(x) \rightarrow \rho(y)\})$ for every formula $\alpha$, so $h(\alpha), \neg h(\alpha) \in h\left(C_{R_{t}}(\{\rho(x) \rightarrow \rho(y)\})\right)$ and by (e), we get $\vdash h(\alpha)$ and $\vdash \neg h(\alpha)$, which is impossible. Therefore $C_{R_{4}}$ is incomplete.

According to the Theorem 5 we can introduce the rule of substitution analogously as in AL. We shall use the abbreviations $C_{E}^{*}, C_{\square}^{*}$ for the consequence operation $C_{E}$ and $C_{\square}$ strengthened by the substitution rule. The problem of completeness of the extended algorithmic logic strengthened by the substitution rule can be solved in a way similar to the one preserved above.

In the next theorem we shall consider the consequence operations $C_{E}^{*}$ and $C_{\square}^{*}$, so we can omit it while reading the paper for the first time.

Theorem 7. The consequence operations $C_{E}^{*}$ and $C_{\square}$ are incomplete.
Proof. A sketch of the proof will be presented. We shall prove this theorem only for the consequence operation $C_{E}^{*}$. First we define the function $h$ analogically to
the Definition 13 but we add the condition $h\left(\exists_{x} \alpha\right)=h(\alpha)$ for every $x \in V$ and for every generalized formula $\alpha$. The inclusion
(1) $h\left(C_{E}(\{\rho(x) \rightarrow \rho(y)\})\right) \subset C_{E}(\emptyset)$
is proved similarly as in Theorem 6 , though we must add the equality $H_{1}\left(\exists_{x} \alpha\right)=$ $\exists_{h(g(x))} H_{1}(\alpha)$ in the definition of the function $H_{1}$. Moreover to proof the above. inclusion we need two properties:
(2) For every generalized formula $\alpha \in F_{\gamma}:$ if $y \in V \backslash \vartheta(\alpha)$, then $h(g(y)) \notin Q\left(H_{1}(\alpha)\right)$,
(3) For every program $K \in S$ : if $y \in V \backslash \vartheta(K)$, then $h(g(y)) \nsubseteq \vartheta\left(K^{\prime}\right)$.

The function $q$ in this proof is defined for every generalized formula $\delta \in F_{\forall}$ as follows:

$$
q(\delta)= \begin{cases}h^{e^{\bullet}}(\delta) & \text { if } \delta \in F_{o} \\ s^{\delta} H_{1}(\delta) & \text { if } \delta \notin F_{o}\end{cases}
$$

The condition (8) in Theorem 6 is checked up for $\alpha^{\prime}$ of the form $\exists_{x} \lambda$ in the following way: $q\left(h\left(\alpha^{\prime}\right)\right)=q(h([x / \tau] \lambda))$, while by the inductive hypothesis

$$
\vdash q(h([x / \tau] \lambda)) \leftrightarrow h(p([x / \tau] \lambda)),
$$

moreover

$$
\begin{gathered}
h(p([x / \tau] \lambda))=h\left(s^{\Omega^{\prime}}\left([x / \tau]_{g}^{e} H(\lambda)\right)\right), \\
\vdash h\left(s^{\alpha^{*}}\left([x / \tau]_{g}^{e} H(\lambda)\right)\right) \leftrightarrow h\left(s^{\alpha^{\prime}}\right) h(H(\lambda))
\end{gathered}
$$

and

$$
h\left(s^{\alpha^{\prime}}\right) h(H(\lambda))=h\left(s^{\alpha^{\prime}}\right) h\left(\exists_{g(x)} H(\lambda)\right)=h\left(s^{s^{\prime}} H\left(\alpha^{\prime}\right)\right)=h\left(p\left(\alpha^{\prime}\right)\right),
$$

thus $\left\{-q\left(h\left(\alpha^{\prime}\right)\right) \leftrightarrow h\left(p\left(\alpha^{\prime}\right)\right)\right.$.
These remarks enable us to prove (1) and the incompleteness of the extended algorithmic logic with quantifiers strengthened by the substitution rule.

### 4.2 The algorithmic structural completeness of $\mathrm{C}_{\boldsymbol{R}_{*}}$

In the sequel we shall separate a special class of derivable rules of the consequence operation $C_{R .}$. To do that we start with making some remarks about structural and admissible rules. It is easy to see that the rule $r_{2}$ is not structural, but instead of it, we can consider a structural rule of the form:

$$
\frac{\left\{\mathscr{P}\left(\lambda \rightarrow M K^{i} \alpha\right): i \in \mathscr{N}\right\}}{\mathscr{S}(\lambda \rightarrow M \cap K \alpha)}
$$

where $\mathscr{P}$ denotes any finite sequence of substitutions.

The following remark concerns admissibility of rules. Observe that $r_{0}$ is an admissible rule but $r_{1}$ is not an admissible one, since for $s=[\alpha /$ TRUE $]$, $K=[\alpha / F A L S E]$ where $a \in V_{0}$ we get

$$
\begin{gathered}
<\{a, K T R U E\}, K a>\in r_{1} \text { and } s\{a, K T R U E\} \subset C_{R}(\emptyset) \text { but } \\
s(K a) \notin C_{R}(\emptyset) .
\end{gathered}
$$

In order to introduce the notion of algorithmic structural completeness we need the special set of generalized formulas $\mathscr{F}$. For example lemma 7 in G. Mirkowska [58] and theorem in G. Mirkowska [59], p. 158, exemplity some forms of the formulas of the set $\mathscr{J}$.

Lemma 7 For every generalized formula $\alpha$ without symbols *, $\cap$. $\cup$ we can find in an effective way a classical open formula $\alpha_{0} \in F_{0}$ such that for every realization $\mathscr{R}$ and every valuation $v \in W, \alpha_{\mathfrak{g}}(v)=\alpha_{0 \mathfrak{R}}(v)$.

Theorem 8. Let $K_{i}, M_{i} \in S, i \in\{0,1, \ldots, n\}$ be programs in which the sign * does not appear and let $\alpha \in F_{0}$. Any generalized formula $\beta$ of the form:

$$
M_{0} \cup K_{0} \ldots M_{n} \cup K_{n} \alpha
$$

is a tautology of algorithmic logic iff there exists a natural number $m$ such that the formula

$$
\begin{aligned}
& M_{0} W_{i=0}^{m} K_{0}^{i} \ldots M_{n} W_{j=0}^{m} K_{n}^{j} \alpha \text { is a tautology of algorithmic logic where } \\
& M W_{i=0}^{m} K^{t} \lambda=M\left(\lambda \vee K^{1} \lambda \vee \ldots \vee K^{m} \lambda\right) \text { for any } M \in S, K \in S, \lambda \in F .
\end{aligned}
$$

It is easily seen that for any result of Theorem 8 we can apply Lemma 7 to find a formula $\alpha_{0} \in F_{o}$ which is equivalent to the formula $\beta$ from Theorem 8.

Since the consequence operation $C_{R_{8}}$ is incomplete, it accounts for theoretical investigation of algorithmic structural completeness which although weaker, in accordance with our intuition.

Theorem 9. The consequence operation $C_{R_{*}}$ of algorithmic logic is algorithmically structurally complete.

Proof. Suppose that there exists a structural, finitary and admissible rule $r$ of the consequence operation $C_{R_{t}}$, which is not derivable in this consequence
operation. Thus there exist a finite set $X \subset \mathscr{J}$ and a generalized formula $\beta \in \varnothing$ such that $\langle X, \beta\rangle \in r$ and $\beta \notin C_{R_{*}}(X)$. Let us assume that $X=\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$. According to the definition of the set $\mathscr{F}$ there exist two classical open formulas $\alpha, \lambda \in F_{o}$ such that $\vdash\left(\lambda_{1} \wedge \ldots \wedge \lambda_{n}\right) \leftrightarrow \lambda$ and $\vdash \beta \leftrightarrow \alpha$. Hence $\alpha \notin C_{R}(\{\lambda\})$. By structurality and admissibility of the rule $r$ we get for every programsubstitution $p \in S b$ and every $s \in S_{a}$ :

$$
\text { if } s(p(X)) \subset C_{R_{+}}(\rho), \quad \text { then } \vdash s(p(\beta)) \text {. }
$$

Since by Corollary $1 \vdash p\left(\lambda_{1} \wedge \ldots \wedge \lambda_{\pi}\right) \leftrightarrow p(\lambda)$ and $\vdash p(\beta) \leftrightarrow p(\alpha)$ for every $p \in S b$, we conclude by Theorem 3 (ii) that

## (1) If $\vdash s p(\lambda)$ then $\vdash s p(\alpha)$ for every $p \in S b$ and every $s \in S_{o}$.

Let $g \in G$ be a mapping from Definition 2 such that $g\left(V \cup V_{0}\right) \subset\left(V \cup V_{0}\right) \backslash$ $\vartheta(\alpha \wedge \lambda)$. For further considerations we shall need an endomorphism $h^{e}$ on $F_{0}$ such that:

$$
\begin{gathered}
e(a)=g(a) \wedge \lambda \text { for every } a \in V_{0}, \\
e(T R U E)=T R U E \text { and } e(\text { FALSE })=F A L S E, \\
e\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)=\rho\left(g^{\prime}\left(\tau_{1}\right), \ldots, g^{\prime}\left(\tau_{n}\right)\right) \wedge \lambda
\end{gathered}
$$

for every elementary formula $\rho\left(\tau_{1}, \ldots, \tau_{n}\right) \in E$.
Since $g^{\prime}(\bar{s} \tau)=g^{\prime}(s) g^{\prime}(\tau)$ for every $\tau \in T_{0}$ and for every $s \in S_{0}$ and since $g^{\prime}(s) \lambda=\lambda$, we get $e\left(s \rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)=\overline{g^{\prime}(s) e}\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)$ for every $s \in S_{0}$ and any elementary formula $p\left(\tau_{1}, \ldots, \tau_{n}\right) \in E$. Thus $e \in \mathscr{E}_{g}$. Let us take $(e, g)$-function $u$, $u: A t \rightarrow F_{o}$ and a mapping $h^{u}$ being an extension of $u$ to an endomorphism defined on $F_{0}$. By Definition 6 we get an endomorphism $H$ on $F$. By Definition 7 we get a mapping $p: F \rightarrow F$ which is defined by using $g \in G$ and $e \in \mathscr{E}_{g}$. Hence we get $p \in S b$.

Moreover let $e_{0}$ be an endomorphism on $F_{o}$ such that:

$$
\begin{gathered}
e_{0}(T R U E)=T R U E \text { and } e_{0}(F A L S E)=F A L S E, \\
e_{0}(\delta)=\delta \wedge \neg \delta \text { for every } \delta \in A t \backslash\{T R U E, F A L S E\} .
\end{gathered}
$$

It can be easily seen that $e_{0} \in \mathscr{E}_{g_{0}}$ for $g_{0}$ being an identity function on $V \cup V_{0}$.

Moreover $1-h^{e_{0}}(\delta) \leftrightarrow$ TRUE or $卜 h^{e_{0}}(\delta) \leftrightarrow F A L S E$ for every classical open formula $\delta \in \boldsymbol{F}_{o}$.

Let $Y=\left\{x_{1}, \ldots, x_{n}, a_{1}, \ldots, a_{m}\right\}$, then by symbol $s_{Y}$ we denote the substitution of the form

$$
\left[x_{1} / g\left(x_{1}\right), \ldots, x_{n} / g\left(x_{n}\right), a_{1} / g\left(a_{1}\right), \ldots, a_{m} / g\left(a_{m}\right)\right]
$$

By induction on the length of the classical open formula $\delta \in F_{0}$ we get (2) $卜 h^{e}(\delta) \leftrightarrow\left(\left(s_{Y} \delta \wedge \lambda\right) \vee\left(h^{e_{0}}(\delta) \wedge \lambda\right)\right)$ for every $\delta \in F_{v}$ and every $s_{Y}$ such that $\vartheta(\delta) \subset Y$.

First we consider the case $\mid h^{e} 0(\delta) \leftrightarrow F A L S E$. Then by (2) we get

$$
\vdash h^{e}(\delta) \rightarrow\left(s_{Y} \delta \wedge \lambda\right) \text {, so } \vdash h^{e}(\delta) \rightarrow\left(\lambda \rightarrow \overline{s_{Y}} \delta\right) \text { for } s_{Y} \text { defined as in (2). }
$$

Let us assume that $\vdash h^{c_{0}}(\delta) \leftrightarrow T R U E$. By (2) we get
(3) $\vdash h^{c}(\delta) \rightarrow\left(\lambda \rightarrow \overline{s_{Y}} \delta\right)$ for every classical open formula $\delta \in F_{o}$ and for $s_{Y}$ defined as in (2).

If 卜 $h^{e} 0(\lambda) \leftrightarrow T R U E$, then by (2) for such $Y$ that $g(\alpha \wedge \lambda)=Y$ we get

$$
\vdash h^{e}(\lambda) \leftrightarrow\left(s_{Y} \lambda \vee \mapsto \lambda\right) .
$$

Using $r_{\lambda}$ we conclude that $\vdash s_{Y} h^{e}(\lambda) \leftrightarrow\left(s_{Y} \overline{s_{Y}} \lambda \vee \neg \overline{s_{Y} \lambda}\right)$. Since $\vartheta(\lambda) \subset$ $\left\{x_{1}, \ldots, x_{n}, a_{1}, \ldots, a_{m}\right\}$, we get $9\left(s_{Y} \lambda\right) \subset g\left(V \cup V_{0}\right)$. Therefore by the definition of the fuction $g$ it follows that $\vartheta\left(s_{Y} \lambda\right) \cap \vartheta(\alpha \wedge \lambda)=\emptyset$. Obviously

$$
\left\{x_{1}, \ldots, x_{n}, a_{1}, \ldots, a_{m}\right\}=\vartheta(\alpha \wedge \lambda), \text { so }\left\{x_{1}, \ldots, x_{n}, a_{1}, \ldots, a_{m}\right\} \cap \vartheta\left(s_{Y} \lambda\right)=\emptyset
$$

and moreover $\overline{s_{Y} \overline{s_{Y} \lambda}}=\overline{s_{Y}} \lambda$. By A14 we get

$$
\vdash s_{Y} h^{e}(\lambda) \leftrightarrow\left(\overline{s_{Y} \lambda} \vee \neg \overline{s_{Y} \lambda}\right) .
$$

Since $p(\lambda)=h^{e}(\lambda)$ from Definition 7 then $\vdash s_{Y} p(\lambda)$. By (1) we conclude that $\vdash s_{Y}(p(\alpha))$.

On the ground of (3) and by using $r_{1} \vdash s_{Y} p(\alpha) \rightarrow\left(s_{Y} \lambda \rightarrow s_{Y} \overline{s_{Y} \alpha}\right)$. By modus ponens rule $r_{0}$ we get $\mid-s_{Y} \lambda \rightarrow s_{Y} \overline{s_{Y} \alpha}$. Moreover by A14, A1 and $r_{0}$ we get $\vdash s_{Y} \lambda \rightarrow \overline{s_{Y}} \overline{s_{Y} \alpha}$.

Simultaneously $\overline{s_{Y}} \overline{\overline{s_{Y} \alpha}}=\overline{s_{Y} \alpha}$, so $f s_{Y} \lambda \rightarrow s_{Y} \alpha$. Moreover by $r_{1} ; r_{0}$ we can observe that $s_{Y} \alpha \in C_{R_{\bullet}}(\{\lambda\})$. Using the rule $r_{1}$ we obtain that $s_{Y}^{-1} s_{Y} \alpha \in C_{R_{\bullet}}(\{\lambda\})$.

Since $\vartheta(\alpha) \subset\left\{x_{1}, \ldots, x_{n}, a_{1}, \ldots, a_{m}\right\}, \quad\left\{x_{1}, \ldots, x_{n}, a_{1}, \ldots, a_{m}\right\} \cap g\left(V \cup V_{0}\right)=\emptyset$ and since $g \in G$ is a one-one mapping, we get $\overline{s_{\gamma}^{1-1}} \overline{s_{\gamma} \alpha}=\alpha$. Hence by A14 and $r_{0}$ we get $\alpha \in C_{R_{0}}(\{\lambda\})$, which is impossible.

If $\mid-h^{e} 0(\lambda) \leftrightarrow F^{\circ} A L S E$, then by the rule of substitution we get $C_{R_{0}}(\{\lambda\})=F$, which is impossible.

After defining the standard substitution rule by using the set of programsubstitutions $S b_{y}$ we can prove the incompleteness of algorithmic logic strengthened by the substitution rule in the language with generalized terms. For this purpose we need to extend Delinition 13 by adding a new condition:
(13) $h\left(\varphi\left(\tau_{1}, \ldots, \tau_{n}\right)\right)=h\left(\chi\left(\varphi\left(\tau_{1}, \ldots, \tau_{n}\right)\right)\right.$ for every non-classical term such that $\varphi \in \Phi_{n}, n \in N$ and $\tau_{1}, \ldots, \tau_{n} \in F^{\prime}$.

Moreover we can prove (in the same way as Theorem 9) that the consequence operation of algorithmic logic strengthened by the rule of substitution is algorithmically structurally complete in the language with generalized terms.

## PART II

## Chapter 5

## Automated theorem proving

### 5.1 Axioms and Gentzen's rules of inference

In this chapter we shall describe another system of algorithmic logic. It enables us to formulate some problems connected with a retrieval system. It provides a comprehensive tool in automated theorem proving including programs, procedures and functions. We can get an answer whether some relations defined by programs hold and we can prove functional equations in a dynamic way by looking for a special set of axioms (assumptions) and then adding it to the standard set of axioms. We formulate the RS-algorithm which enables us to construct a set of axioms for proving some properties of functions and relations defined by programs. By RS-algorithm we get the dynamic process of proving functional equations and we can answer the question whether some relations defined by programs hold. It enables us to solve some problems concerning the correctness of programs. The system can be used for giving an expert appraisement. We shall provide the major structures and a sketch of implementation of the above formal system.

We shall say that $s$ is a sequent if it is a pair of sequences of generalized formulas.

We shall write a sequent $s$ in the form $X \| Y$. The symbol $\alpha \in X$ means that $\alpha$ is an element of the sequence $X$ and the symbol $\alpha \in s$ means that $\alpha \in X$ or $\alpha \in Y$. The set of all sequents will be denoted by Seq.

Let $I D$ be a family of sets of equations of the form $t=\tau$, where $t$, $\tau$ are terms.

Definition 14. If $X \in I D$ then for any classical terms $t, u$ we shall say that $t$ and $u$ are $X$ equivalemt iff one of the following conditions holds:
(1) there exists a sequence $t_{1}, \ldots, t_{n}$ of classical terms such that $t$ is equal to $t_{1}$ and $u$ is equal to $t_{n}$ and for every $i \in\{1, \ldots, n-1\}$ either $t_{i}$ is equal to $t_{i+1}$ or one of the classical open formulas $t_{i}=t_{i+1}, t_{i+1}=t_{i}$ is in $X$,
(2) there exist $n \in N$ and $n$-ary functor $\varphi$ and a sequence of classical terms $t_{1}, \ldots, t_{n}, u_{1}, \ldots, u_{n}$ such that for every $1 \leq i \leq n, t_{i}$ and $u_{i}$ are $X$ equivalent and $t$ is equal to $\varphi\left(t_{1}, \ldots, t_{n}\right)$ and $u$ is equal to $\varphi\left(u_{1}, \ldots, u_{n}\right)$.

Definition 15. The sequent s the form $X \|$ Yis called an axiom if and only if the sequent $s$ fulfils one of the following conditions:
(1) There exists a classical term $t$ such that $t=t$ belongs to $Y$,
(2) FALSE $\in X$ or TRUE $\in Y$ or $X \cap Y \neq \emptyset$,
(3) There exists $X_{1} \subset I D$ such that $X_{1} \subset X$ and for some $n$-ary predicate letter $\rho$ and for some classical terms $t_{1}, \ldots, t_{n}, u_{1}, \ldots, u_{n}$ the following property holds: $t_{i}$ and $u_{i}$ are $X_{1}$ equivalent and $\rho\left(t_{1}, \ldots, t_{\pi}\right) \in X$ and $\rho\left(u_{1}, \ldots, u_{n}\right) \in Y$, for every $1 \leq i \leq n$.

We shall denote the set of all axioms by $A x=$. Now we shall introduce the main tool for proving theorems. Let $s$ be a sequence of elements of the set $S_{0}$ ie. the sequence of elements of the form: begin $u_{1}:=w_{1} ; \ldots, u_{n}:=w_{n}$ end, for some $n \in N$ such that for $1 \leq i \leq n$ we get: if $u_{i} \in V$, then $w_{i} \in T_{o}$ and if $u_{i}$ is a propositional variable then $w_{i} \in F_{0}$.

Definition 16. If $s$ is understood as it was defined above i.e. as a sequence of the assignment instructions, then $k(s w)$ means the execution of $s$ on the expression $w$ from $F_{0} \cup T_{a}$. In other words we replace all $u_{i}$ by $w_{i}(1 \leq i \leq n)$ respectively. Sometimes this operation will be done simultaneously, but in this case we shall say that we count the function $k$ in such a way.

If $\alpha \in F_{o}, \beta \in F_{v}, K, M \in S$ and at least one of the programs $K, M$ is not an assignment instruction then:
$k(s$ begin $K ; M$ end $\beta)=s(K(M \beta))$,
$k(s$ if $\alpha$ then $K$ else $M \beta)=s((\alpha \wedge K \beta) \vee(\neg \alpha \wedge M \beta))$,
$k(s$ while $\alpha$ do $K \beta)=s(p:=T R U E) \bigcup$ begin $p:=p \wedge \alpha ; K$ end $(p \wedge \neg \alpha \wedge \beta)$, where $p$ is the least element of the set $V_{0} \backslash 9(s$ while $\alpha$ do $K \beta)$.

If $K$ is a program and $i \in \mathscr{N}$, then $K^{o}=I d$ and $K^{i}$ is a sequence of $i$-times written the program $K$.

For any $\Gamma, Q, U$ being the sets of finite sequences of generalized formulas, $U \subset A t, U \neq \emptyset, s$ being the sequences of elements defined as in Definition 16, $K \in S, \delta \in F_{V} \backslash A t, \xi \in A t, \alpha, \beta \in F_{v}, x \in V$ we define the schemes of the rules of inference as follows:
$(k+) \quad \frac{\Gamma \|-k(s K \alpha), Q}{\Gamma \| Q, s K \alpha}$
(-k) $\frac{k(s K \alpha), \Gamma \Vdash Q}{\Gamma, s K \alpha \| Q}$
$(\mathrm{P}+) \frac{\Gamma \| U, Q, \delta}{\Gamma H Q, \delta, U}$
(-Р) $\frac{U, \Gamma, \delta \| Q}{\Gamma, \delta, U \| Q}$
$(C+) \frac{\Gamma\|s \alpha, Q ; \Gamma\|-s \beta, Q}{\Gamma \Vdash Q, s(\alpha \wedge \beta)}$
(-C) $\frac{s \alpha, s \beta, \Gamma \| Q}{\Gamma, s(\alpha \wedge \beta) \| Q}$
$(\mathrm{N}+) \quad \frac{s \alpha, \Gamma \Vdash Q}{\Gamma \Vdash Q, s \rightarrow \alpha}$
(-N) $\frac{\Gamma \|-s \alpha, Q}{\Gamma, s \cdot \tau \alpha \mid-Q}$
$(I+) \quad \frac{s \alpha, \Gamma \|-s \beta, Q}{\Gamma \|-Q, s(\alpha \rightarrow \beta)}$
(-1) $\frac{\Gamma(-s \alpha, Q ; s \beta ; \Gamma \| Q}{\Gamma, s(\alpha \rightarrow \beta) \mathbb{Q}}$
(A+) $\frac{\Gamma \|-s \alpha, s \beta, Q}{\Gamma \| Q, s(\alpha \vee \beta)}$
(-A) $\frac{s \alpha, \Gamma \Vdash Q: s \beta, \Gamma \| Q}{\Gamma, s(\alpha \vee \beta) \|-Q}$
$(U+) \frac{\Gamma \|-s \cup K(K \alpha), s \alpha, Q}{\Gamma \| Q, s \bigcup K \alpha}$
(-U) $\frac{\left\{s K^{i} \alpha, \Gamma \| Q: i \in \mathcal{N}\right\}}{\Gamma, s \bigcup K \alpha \|-Q}$
$(\cap+) \frac{\left\{\Gamma \mid-s K^{i} \alpha, Q: i \in \mathcal{N}\right\}}{\Gamma^{\prime} \| Q, s \cap \bar{K} \alpha}$
$(-\cap) \frac{s \cap K(K \alpha), s \alpha, \Gamma \|-Q}{\Gamma, s \cap \bar{K} \alpha!-Q}$
$(\mathrm{s}+) \frac{\Gamma \Vdash-k(s \xi), Q}{\Gamma \Vdash Q, s \zeta}$
(-s) $\frac{k(s \xi), \Gamma \|-Q}{\Gamma, s \xi \|-Q}$
$(\forall+) \frac{\Gamma \Downarrow-s((x:=y) \alpha), Q}{\Gamma \| Q, s \forall x^{\alpha}}$
where $y$ is the least element of the set $V$ such that $y \nexists \vartheta(\{\Gamma, Q, s\})$.
$(-\forall)=U_{u \in T_{0}}(-\forall)_{i}$ where for every $t \in T_{0}$ :
$(-\forall) \frac{s \forall_{x} \alpha_{,}(y:=t)(s((x:=y) \alpha)), \Gamma \|-Q}{\Gamma, s \forall x \alpha \| Q}$ and $y$ is the least element of the set $V \backslash \vartheta(s \alpha)$.

Let $R_{\text {seq }}$ be the set of all of the above mentioned rules.
The deductive system $<\mathscr{L}, A x^{=}, R_{\text {Seq }}>$ will be called the system of ALQ with identity. We divide ail the rules into two groups: $(\mathbf{R}+)$ and ( -R ).

In the next paragraph we shall try to generalize the language $\mathscr{L}$ on the case of the set of generalized terms $T$.

It is known that for every generalized formula $\alpha$ of the language with generalized terms there exists a classical open formula $\chi(\alpha)$ of the language $\mathscr{L}$ such that $(\alpha \rightarrow \chi(\alpha)) \wedge(\chi(\alpha) \rightarrow \alpha)$ is a tautology in this language. The delinition of the mapping $\chi$ was introduced by G. Mirkowska [58]. To get a complete characterization it is necessary to add to the previous rules, two rules of the form:

$$
(\chi+) \frac{\Gamma \| \chi\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right), Q}{\Gamma \| Q, \rho\left(\tau_{1}, \ldots, \tau_{n}\right)} \quad(-\chi) \quad \frac{\chi\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right), \Gamma \| Q}{\Gamma, \rho\left(\tau_{1}, \ldots, \tau_{n}\right) \| Q}
$$

### 5.2 Functions and procedures defined by programs

The idea of defining some properties of functions and relations by programs played an important role in our considerations. It can be found in G. Mirkowska and E. Orlowska [63], G. Mirkowska and A. Salwicki [64], [89], A. Szalas [95]. Some problems of elimination of defined symbols were considered by W. Dańko [22] where the halting problem was considered as well.

Let $\varphi_{1}, \ldots, \varphi_{p}$ and $\rho_{1}, \ldots, \rho_{T}$ be symbols not belonging to the language $\mathscr{L}$. We assume that the functor $\varphi_{j}$ is $m_{j}$-ary and the predicate letter $\rho_{i}$ is $n_{i}$-ary, for any $j \in\{1, \ldots, p\}$ and $i \in\{1, \ldots, r\}$. By $\mathscr{L}^{*}$ we denote the extension of $\mathscr{L}$ obtained by adding the functors $\varphi_{1}, \ldots, \varphi_{\mathrm{p}}$ and the predicates $\rho_{1}, \ldots, \rho_{\mathrm{r}}$ to the alphabet of $\mathscr{L}$

Let $K_{1}, \ldots, K_{r}, M_{1}, \ldots, M_{p}$ be some programs from $\mathscr{L}$ and let $\alpha_{1}, \ldots, \alpha_{r} \in F_{0}$ and $t_{1}, \ldots, t_{p} \in T_{o}$ be some classical open formulas and some classical terms respectively such that:

$$
\begin{aligned}
& \vartheta\left(K_{i} \alpha_{i}\right)=\left\{x_{1}, \ldots, x_{n_{j}}\right\} \text { for every } i \in\{1, \ldots, r\}, \\
& \vartheta\left(M_{j} t_{j}\right)=\left\{y_{1}, \ldots, y_{m_{j}}\right\} \text { for every } i \in\{1, \ldots, p\} .
\end{aligned}
$$

Now we introduce the following set of equations and equivalences which will be called the system of functions and procedures defining the notions $\varphi_{1}, \ldots, \varphi_{p}$ and $\rho_{1}, \ldots, \rho_{r}$ :

$$
\begin{array}{cc}
\varphi_{1}\left(y_{1}, \ldots, y_{m_{1}}\right) M_{1} t_{1} & \rho_{1}\left(x_{1}, \ldots, x_{n_{1}}\right) \equiv K_{1} \alpha_{1} \\
\cdots \ldots & \ldots  \tag{*}\\
\varphi_{1}\left(y_{1}, \ldots, y_{m_{p}}\right) M_{p} t_{p} & \rho_{1}\left(x_{1}, \ldots, x_{n_{r}}\right) \equiv K_{r} \alpha_{r}
\end{array}
$$

where $\alpha \equiv \beta$ is the generalized formula of the form $(\alpha \rightarrow \beta) \wedge(\beta \rightarrow \alpha)$.

In the language $\mathscr{L}^{\bullet}$ the sets $T_{0}, A t^{\prime}, F_{0}^{\prime}, F^{\prime}, F_{\psi}^{\prime}, S_{0}^{\prime}, S^{\prime}$, Seq' and $\left(A x^{\prime}\right)$ ' are defined analogously to the sets $T_{0}$, At, $F_{0}, F, F_{v}, S_{0}, S$, Seq and $A x^{=}$. To define the set $R_{\text {seq }}$. analogously to the set $R_{\text {seq }}$ we change using of the rules $(\mathrm{P}+$ ) and $(-\mathrm{P})$. The rules $\left(\mathrm{P}^{\prime}+\right.$ ) and ( $-\mathrm{P}^{\prime}$ ) i.e. the rules $(\mathrm{P}+)$ and $(-\mathrm{P})$ in the language $\mathscr{L}^{-}$, can be used even if the classical open formula $\delta \in \mathrm{At}^{\prime}$ contains $\varphi_{j}\left(t_{1}, \ldots, t_{m}\right)$ for some $1 \leq j \leq p$ where $\varphi_{j}$ is from (*). Obviously we get the set ( $\mathrm{R}^{\prime}+$ ) and $\left(-\mathrm{R}^{\prime}\right)$ in the language $\mathscr{L}^{-}$instead of $(\mathrm{R}+$ ) and ( -R ) respectively.

We extend the set of the rules of inference $R_{\text {Seq. }}$. We shall consider (see G. Mirkowska and A. Salwicki [64]) two new rules:

$$
\begin{aligned}
& \left(\tau_{c y}+\right) \frac{\Gamma \|-\beta\left(\varphi_{j}\left(\tau_{1}, \ldots, \tau_{m_{j}}\right) / \operatorname{begin} y_{1}:=\tau_{1} ; \ldots y_{m_{j}}:=\tau_{m_{j}} \text { end } M_{j} \tau_{j}\right)_{j}, Q}{\Gamma \| Q, \beta\left(\varphi_{j}\left(\tau_{1}, \ldots, \tau_{m_{j}}\right)\right)} \\
& \left(r_{c u}^{\prime}+\right) \frac{\Gamma \|-\beta\left(\rho_{i}\left(\tau_{1}, \ldots, \tau_{n_{j} j} / / \operatorname{begin} x_{1}:=\tau_{1} ; \ldots x_{m j}:=\tau_{n_{i}} \text { end } K_{i} \alpha_{i}\right) Q\right.}{\Gamma \| Q, \beta\left(\rho_{i}\left(\tau_{1}, \ldots, \tau_{n_{i} j}\right)\right.}
\end{aligned}
$$

where $x_{1}, \ldots, x_{n f}$ do not belong to $9\left(\left\{\tau_{1}, \ldots, \tau_{n}\right\}\right)$ for $i \in\{1, \ldots, r\}$ and $y_{f}, \ldots, y_{m_{j}}$ do not belong to $\varphi_{j}\left(\left\{\tau_{1}, \ldots, \tau_{m_{j}}\right\}\right)$ for $j \in\{1, \ldots, p\}$ and $\beta \in A 1$.

Obviously the rules $\left(-r_{c v}\right)$ and $\left(-T_{c v}^{\prime}\right)$ are analogous. Only the assignment instructions from these rules i.e. for example the program tregin $x_{1}:=t_{1} ; \ldots ; x_{m}:=t_{m}$ end will be executed simultaneously on each classical open formula from At i.e. it will be executed as a function of substitution $\mathrm{e}: \mathrm{AT} \rightarrow T_{0}^{\prime}$ such that $e\left(x_{i}\right)=\tau_{i}$ and $i \in\{1, \ldots, r\}$.

If $s$ is as in Definition 16 then $E(s)=\left\{z_{1}, \ldots, z_{n}\right\}$. After using one of the above mentioned rules we shall need the rule of the form:

$$
\text { (B) } \frac{\Gamma \| s K \beta(\tau), Q}{\Gamma \| Q, \beta(s K \tau)}
$$

where $\beta \in \mathrm{At}$ and every element from $\vartheta(K) \cup E(s)$ is not an element of any term and formula in $\beta$ except $\mathrm{sK} \tau$.

If it is possible, we shall use the rule (B) instead of $(\chi+)$ or $(-\chi)$. Now we define the set $W$ of rules:

$$
\left.\left(r_{1}+\right) \quad \frac{\Gamma \| Q(t=t / T R U E)}{\Gamma \| Q} \quad \text { (r } r_{a}\right) \quad \frac{\Gamma^{\prime}, F A L S E, \Gamma^{\prime \prime} \| Q}{\Gamma^{\prime}, \varphi_{\perp}=\varphi_{2}, \Gamma^{\prime \prime} \mid-Q}
$$

where $\varphi_{1}, \varphi_{2} \in \Phi_{0}$ and in the data structure of integers, the realizations $\varphi_{1}$ and $\varphi_{2}$ are not equal,

$$
\left(r_{=}+\right) \frac{\Gamma \Vdash Q(t / \tau)}{\Gamma \|-Q}
$$

where t is a classical term built from constants, the standard functors $*,+,-$ (multiplication, addition, substraction) or the functors $\varphi_{j}$ from (*) for some $1 \leq j \leq p$ and where $\tau$ is a classical term, the value of which is equal to the value of the realization of $t$ in the data structure of integers.

Now we describe some rules which change the right side of the symbol $\Vdash_{-}$.
$\left(r_{c_{1}}+\right)$ - It replaces all occurrences $(T R U E \wedge \alpha)$ or $(\alpha \wedge T R U E)$ by $\alpha$.
$\left(r_{A 1}+\right)$ - It replaces all occurrences (TRUE $\left.\vee \alpha\right)$ or $(\alpha \vee T R U E)$ by TRUE.
$\left(r_{A 0}+\right.$ ) - It replaces all occurreaces ( $F A L S E \vee \alpha$ ) or ( $\alpha \vee F A L S E$ ) by $\alpha$.
$\left(r_{11}+\right.$ ) - It replaces all occurrences (TRUE $\rightarrow \alpha$ ) by $\alpha$ and $(\alpha \rightarrow T R U E)$ by TRUE.
$\left(r_{10}+\right)$ - It replaces all occurrences $(F A L S E \rightarrow \alpha)$ by TRUE and $(\alpha \rightarrow$ $F A L S E)$ by $\neg \alpha$.
$\left(r_{c O}+\right)$ - It replaces all occurrences $(F A L S E \wedge \alpha)$ and $(\alpha \wedge F A L S E)$ by FALSE.
$\left(r_{N}+\right)$ - It replaces all occurrences $(-\neg \alpha)$ by $\alpha$.
$\left(r_{N 1}+\right.$ ) - It replaces all occurrences ( $-T R U E$ ) by FALSE.
$\left(r_{N O}+\right.$ ) - It replaces all occurrences $(\neg F A L S E)$ by $T R U E$.
Moreover the analogous rules: $\left(-r_{C 1}\right),\left(-r_{A 1}\right),\left(-r_{A 0}\right),\left(-r_{r_{1}}\right),\left(-r_{i 0}\right)$, $\left(-r_{c 0}\right),\left(-r_{N}\right),\left(-r_{N 0}\right),\left(-r_{N 1}\right),\left(-T_{1}\right),\left(-r_{=}\right)$belong to the set $W$.

By $\Re$ we denote the set containing the rules from $W$ and the rules: $(\chi+)$, $(-\chi),\left(r_{c v}+\right),\left(-r_{c v}\right),(B),\left(P^{\prime}+\right),\left(-P^{\prime}\right),\left(r_{c v}^{\prime}+\right),\left(-r_{c v}^{\prime}\right) . \mathfrak{\Re}$ is the union of two kinds of sets: $(\mathbb{R}+)$ and $(-R)$.

### 5.3 Diagram of a formula

In this section we shall consider an extension of the well-known Gentzen's ideas [30], described by G. Mirkowska [58]. At first we recall some auxiliary notions.

The following notions are standard: tree, root, leaf, level of a tree, height of a tree, path and branch.

If $D=\langle\mathrm{D},\langle \rangle$ and $D$ is a tree then by $P(x, D)$ we denote the set of all immediate successors of an element x in $D$.

Definition 17. $<S,<>$ is a tree of sequents if and only if $S \subset S e q$ and it has exactly one root.

If $\subseteq$ is a tree of sequents $<S,<>$ and $s \in S$ is a sequent, then by $r(s)$ we shall understand the rule of the form $\frac{P(s, G)}{s}$. It means that $s<c$ ' for every sequent $s \in P(s, \Xi)$.

We shall say that the tree of sequents $\left\langle S,\langle \rangle\right.$ is well formed for $\left(-\forall^{\prime}\right)$ if the following property holds:
if the rule $\left(-\forall^{\prime}\right)$, was used, then earlier we had to use the same rule for each $t^{*}$ ealier than $t$ in the ordered set $T_{0}$.

The set of all generalized formulas on the left side (right side) of the symbol $\|$ of the sequent $s$ will be denoted by left(s) (right(s)).

Definition 18. A sequent $s$ is called indecomposable in $\mathscr{L}^{\cdot}$ if and only if left $(s) \cup \operatorname{right}(s) \subset A t{ }^{\prime}, s$ contains neither symbol $\varphi_{j}$ nor $\rho_{i} / 1 \leq j \leq p$, $1 \leq i \leq r / f r o m(*)$ and if it contains at most classical terms. The other sequents are decomposable.

Definition 19. By a diagram of a sequent $s \in$ Seq' with a special set of axioms $\mathscr{A} \subset S e q$ and the rules $\Re$ we shall mean the tree of sequents $\Xi_{s}=\langle S,<\rangle$ if and only if it fulfils the following conditions:
(1) The sequent $s$ is a root of $\mathbb{S}_{s}$.
(2) If $s^{\prime} \in \mathbf{S}$ and $s^{\prime}$ is indecomposable or if $s$ is an axiom or a special axiom then $s^{\prime}$ is a leaf.
(3) If $s^{\prime} \in S$ is on the even level of the tree $\subseteq$ and if $s^{\prime \prime}$ is a conclusion of a rule from $X$ where $\left.X=(R+) \backslash\left\{r_{c \nu}+\right),\left(r_{c \nu}^{\prime}+\right),\left(P^{\prime}+\right)\right\}$ then $r\left(s^{\prime}\right)$ is an element of $X$. It means that the order < has the following property: for every sequent $s$, the expression $\frac{\mathrm{P}(s, \mathbb{S})}{\mathrm{s}}$ is a rule from $\mathfrak{M}$. We assume that if $s^{\prime}$ is decomposable then we consider the first generalized formula on the right side of the considered sequent $s^{\prime}$ to construct $r\left(s^{\prime}\right)$.

If $s^{\prime}$ is not a conclusion of a rule from $(\mathcal{R}+) \backslash\left\{\left(r_{c \nu}+\right),\left(r_{c v}^{\prime}+\right),\left(P^{\prime}+\right)\right\}$ then: (i) If left( $s$ ') $\cup$ right $\left(s^{\prime}\right) \subset A t^{\prime}$ then the following condition holds:
(ii) If $s^{\prime}$ is a conclusion of some rule from $\left\{\left(r_{c v}+\right),\left(r_{c v}^{\prime}+\right),\left(P^{\prime}+\right)\right\}$ then $r\left(s^{\prime}\right)$ is the same element of this set. Otherwise $r\left(s^{\prime}\right) \in(-\Re)$. However if it is one of the rules $\left(-r_{c v}\right),\left(-r_{c u}^{\prime}\right)$ or ( $-P^{\prime}$ ) then such $r\left(s^{\prime}\right)$ is used as the last of all of these rules.
(ii) If right $\left(s^{\prime}\right) \cap\left(\left(F^{\prime} \cup F_{\psi}\right) \backslash A t^{\prime}\right) \neq 0$ then $r\left(s^{\prime}\right) \in\left(R^{\prime}+\right)$.
(iii) If right $\left(s^{\prime}\right) \subset A t^{\prime}$ and left $\left(s^{\prime}\right) \cap\left(\left(F^{\prime} \cup F_{\psi}\right) \backslash A t^{\prime}\right) \neq \emptyset$ then $r\left(s^{\prime}\right) \in\left(-R^{\prime}\right)$.
(4) If $s^{\prime} \in S$ is on the odd level of the tree $\left(\mathcal{S}\right.$ and if $s^{\prime}$ is a conclusion of a rule from $(-\mathfrak{R}) \backslash\left\{\left(-r_{c v}\right),\left(-r_{c v}^{\prime}\right),\left(-P^{\prime}\right)\right\}$ then $r\left(s^{\prime}\right)$ is an element from this set. We assume that if $s$ 'is decomposable then we consider the first generalized formula on the right side of the considered sequent $s^{\prime}$ to construct $r\left(s^{\prime}\right)$.

If $s^{\prime}$ is not a conclusion of a rule from $(-R) \backslash\left\{\left(-T_{c u}\right),\left(-T_{c u}^{\prime}\right),\left(-P^{\prime}\right)\right\}$ then:
(i) If left $\left(s^{\prime}\right) \cup$ right $\left(s^{\prime}\right) \subset$ At' then the following condition holds:
(ii) If $s^{\prime}$ is a conclusion of some rule from $\left\{\left(-T_{c v}\right),\left(-r_{c u}^{\prime}\right),\left(-P^{\prime}\right)\right\}$ then $r\left(s^{\prime}\right)$ is the same element of this set. Otherwise $r\left(s^{\prime}\right) \in(\Re+)$.

However if it is one of the rules $\left(-r_{c u}\right),\left(-r_{c u}^{\prime}\right)$ or $\left(-P^{\prime}\right)$ then $r\left(s^{\prime}\right)$ is used as the last of all of these rules.
(ii) If left $\left(s^{\prime \prime}\right) \cap\left(\left(F^{\prime} \cup F_{\forall}\right) \backslash A t\right) \neq \emptyset$ then $r\left(s^{\prime}\right) \in\left(-R^{\prime}\right)$.
(iii) If left $\left(s^{\prime}\right) \subset A t^{\prime}$ and $\operatorname{right}\left(s^{\prime}\right) \cap\left(\left(F^{\prime} \cup F_{\psi}\right) \backslash A t\right) \neq \emptyset$ then $r\left(s^{\prime}\right) \in\left(R^{\prime}+\right)$.
(5) $\mathbb{S}_{\mathrm{s}}$ is well formed for $\left(-\forall^{\prime}\right)$.

The deductive system < $\mathscr{P}^{*},\left(\mathrm{~A} x^{=}\right)^{\prime} \cup \mathscr{A}^{f}, R_{\mathrm{Seq}^{\prime}} \cup \mathfrak{R}>$ will be called the retrieval system where $a f$ is a special set of axioms.

Using retrieval system we shall change the standard notion of proof which enables us to prove some properties which are not tautologies but which bold in a data structure. Moreover this system enables us to study some notions defined by programs.

We shall say that $\mathbb{S}_{a}$ is a diagram of generalized formula $\alpha$ if $\langle S,\langle \rangle$ is a diagram of the sequent $\emptyset \|-\alpha$ with a special set of axioms $\mathscr{A}$ and the rules $\mathfrak{R}$.

Definition 20. We shall say that a formula $\alpha$ has the proof in the retrieval system ( $\alpha \in$ proof $<\left(A x^{=}\right)^{\prime} \cup \mathscr{A}, R_{S_{\text {eq }}} \cup \mathfrak{R}>$ ) if and only if the height of the diagram of the generalized formula $\alpha$ is jinite and each leaj is an axiom or a special axiom.

However it arises a problem how to choose the set $\mathscr{A}$ of the special axioms. Obviously this problem will be considered in a data structure (in a standard model of arithmetic) in which the functors and predicates are realized and where $+,-, *,()^{m}$ are interpreted as addition, substraction, multiplication, m -th power respectively.

To explain an algorithm which is looking for the special set of axioms $\mathscr{A}$, first we shall study the example of the function f defined in the introduction:

$$
f(n)=\text { if } n=0 \text { then } z:=1 \text { else } z:=n * f(n-1) ; z
$$

We assume that the realization is in the set of integers with the obvious meaning of used symbols.

For further considerations we assume that $A x_{1}^{=}=\left(A x^{=}\right)^{\prime} \cup\{s \in S e q$ : $1=u \in \operatorname{right}(\mathrm{~s})\}$ and $f(n)$ does not contain the individual variable u and u is the least element of the set $\eta \vartheta(f(n))$ (we assume that $V$ is well-ordered).

[^0]Proof. First we construct the diagram of the sequent
(1) $\| f(\mathbf{l})=u$.

Using the rule ( $r_{r v}+$ ) and ( $B+$ ) we get
(2) $\|-(n:=1$ (if $n=0$ then $z:=1$ else $z:=n * f(n-1)(z)))=u$. By (B) we get
(3) $\mid-n:=1($ if $n=0$ then $z:=1$ else $z:-n * f(n-1)(z=0))$. By ( $k+$ ) and ( $A+$ ) we get
(4) $\mid-n:=1(n=0 \wedge(z:=1(z=u))), n:=1\left(\neg(n=0) \wedge\left(z:=n^{*} f(n-1)(z=u)\right)\right)$ Using $(C+)$ we get two sequents of the form:
(4.1) $\|-n:=1(\neg(n=0)), n:=1(n=0) \wedge(z:=1(z=u)))$,
(4.2) $\mid-n:=1(z:=n * f(n-1)(z=u)), n:=1(n=0 \wedge(z:=1(z=u)))$.

Case (4.1). By ( $C+$ ) in (4.1) we get two sequents:
(4.1.1) $\mid-n:=1(n=0), n:=1(\neg(n=0))$.
(4.1.2) $\|-n:=1(z:=1(z=u)), n:=1(-(n=0))$.

Case (4.2). Using ( $C+$ ) we get two sequents:
(4.2.1) $\mid-n:=1(n=0), n:=1(z:=n * f(n-1)(z=u))$.
(4.2.2) $\mid-n:=1(z:=1(z=u)), n:=1(z:=n * f(n-1)(z=u))$,

Case (4.1.1). By ( $\mathrm{N}+$ ) we get an axiom.
Case (4.1.2). Using $(N+),(-s),(s+)$ we get $1=0 \|-1=u$ which by $\left(r_{a}\right)$ is an axiom.
Case (4.2.1). Using $(s+)_{,}\left(r_{-}+\right)$and $(s+)$ we get
(5) $1-1=0, f(0)=u$. By $\left(r_{\tau v}+\right),\left(P^{\prime}+\right)$ and (B) we get
(6) $\|-n:=0($ if $n=0$ then $z:=1$ else $(z:=n * f(n--1)(z=u))), 1=0$. $B y\left(P^{\prime}+\right),(k+),\left(P^{\prime}+\right),(A+)$ and ( $P^{\prime}+$ ) we get
(7) $\mid-1=0, n:=0(n=0 \wedge(z:=1(z=u))), n:=0 \neg(n=0) \wedge(z:=n * f(n-1)(z=u)))$, Using $(\mathrm{C}+$ ) we get two sequents:
(7.1) $\Vdash n:=0(\neg(n=0)), 1=0, n=0(n=0 \wedge(z:=1(z=u)))$.
(7.2) $\mid F n:=0(z:=n * f(n-1)(z=u)), 1=0, n:=0(n=0) \wedge(z:=1(z=u)))$.

Case (7.1) By ( $\mathrm{C}+$ ) we get two sequents:
(7.1.1) $\| n:=0(n=0), n:=0(-(n=0)), 1=0$,
(7.1.2) $1-n:=0(z:=1(z=u)), n:=0(\neg(n=0)), 1=0$.

Case (7.1.1). By ( $\mathrm{P}^{\prime}+$ ) and ( $\mathrm{N}+$ ) we get
$n:=0(n=0) \mid-1=0, n:=0(n=0)$ which is an axiorn.
Case (7.1.2). By $\left(\mathrm{P}^{\prime}+\mathrm{)},(\mathrm{~N}+)_{,}(+\mathrm{s})\right.$ and $(\mathrm{s}+$ ) we get the sequent
$0=0 \| 1=u, 1=0$, which is a special axiom and which belongs to $A x_{1}^{-}$.
Case (7.2). By ( $\mathrm{C}+$ ) we get two sequents:
(7.2.1) $\mid-n:=0(n=0), n ;=0(z:=n=f(n-1)(z=u)), 1=0$,
(7.2.2) $\mid 1 n:=0(z:=1(z=u)), n:=0(z:=n * f(n-1)\{z=u)), 1=\mathbf{0}$.

Case (7.2.1). By ( $\mathrm{P}^{\prime}+$ ), $(\mathrm{s}+)_{\mathrm{b}}\left(\mathrm{r}_{-}+\right.$) and ( $\mathrm{s}+$ ) we get
(8) $\mathbb{H} 0=0,0=u, 1=0$, which by Definition 15 is an axiom in $\mathscr{L}$ since $0=0$ and TRUE are equivalent.
Case (7.22). Using ( $\mathrm{P}^{\prime}+$ ) and ( $\mathrm{s}+$ ) we get
(9) $H\left(0 \cdot \int(0-1)\right)=u, 1=0, n:=0(z:=1(z-u))$.

Thus by $\left(r_{-}+\right.$) and ( $s+$ ) we get the sequent $\|=1=u, 0=0,1=0$ from $A x_{1}^{\text {º }}$.
Case (4.2.2). Using $(s+)_{1}\left(r_{0}+\right)$ and $(s+)$ we get the sequent $\Vdash 1=u, f(0)=u$ from $A x_{1}^{-}$.
It can be seen that the construction of the diagram enables us to find the special set of axioms which are necessary to prove of the above mentioned classical formula $f(1)=u$. In Lemma 8 we shall explain how to eliminate the case $\mathbf{0}=u, \mathbf{1}=u$. The interpretation of the functor $f$ and the other functors in a data structure, for example in the set of integers, allows us to choose a special set of axioms to prove the needed properties.

### 5.4 Retrieval algorithm for functional equations and relations

In this paragraph we shall try to formulate the algorithm which enables us to find a special set of axioms using the premise of function or procedure defining some notions.

Definition 21. By the premise of function defining the notion $\varphi_{j}$ from (*)/ $1 \leq j \leq p /$ for the classical terms $t_{1}, \ldots, t \in T_{o}^{\prime}$ we mean the classical open formula $\tau=u$ for some $\tau \in T_{*}$ and for $u$ being the least individual variable not belonging to the expression defining $\varphi_{j}$ in (*). The formula $\tau=u$ enables us to prove $\varphi_{j}\left(t_{1}, \ldots, t_{m}\right)=u$ in the language $\mathscr{L}^{*}$, by the special set of axioms $\{s \in \operatorname{Seq}$ : $\tau=u \in \operatorname{right}(\mathrm{~s})\}$ and the rules $R_{\text {Seq}} \cup \Re$.

By the premise of procedure defining $\rho_{i}$ from (*)/l $\leq i \leq r / f o r$ the classical terms $\tau_{1}, \ldots, \tau_{n} \in T_{o}^{\prime}$ we mean either the expression $b$, when we can prove $\rho_{i}\left(\tau_{1}, \ldots, \tau_{n}\right) \equiv b$ in the language $\mathscr{L}^{*}$, by the special set of axioms $\{s \in S e q$ : $b \in \operatorname{right}(s)\}$ and the rules $R_{\text {Seq. }} \cup \mathfrak{R}$ or the expression $\rightarrow b$ when we can prove $\rho_{i}\left(\tau_{1}, \ldots, \tau_{n}\right) \equiv b$ by the special set of axioms $\left\{s \in \operatorname{Seq} q^{\prime}: b \in \operatorname{left}(s)\right\}$ and the same set of rules.

The premise of function defining the notion $\varphi$ will be called the premise of functional equation and the premise of procedure defining $\rho$ will be called the premise of relation defined by programs.

It can be easily seen that for $\rho_{1}(x) \equiv \mathrm{p} \wedge \neg \mathrm{p}$, where $\mathrm{p} \in V_{0}$ and $\tau \in T_{o}^{\prime}$ and for $\rightarrow b$ as the only premise we can prove the classical open formula $\rho_{1}(x) \equiv b$ in the retrieval system by the special set of axioms $\mathscr{A}=\{s \in S e q:$ b $\in \operatorname{left}(\mathrm{s})\}$ and the set of rules $R_{\text {Seq }} \cup \mathfrak{R}$. In this case $b$ can be realized as a logical constant FALSE.

We shall give an algorithm which will be able to decide during the execution whether the starting definition of relation $\rho_{i}$ from (*)/1 $\leq i \leq r /$ is correct. It means that the definition of relation $\rho_{i}$ is not of the form:

$$
\rho_{\mathrm{l}}\left(x_{1}, \ldots, x_{n i}\right) \equiv \neg \rho_{i}\left(x_{1}, \ldots, x_{n i}\right)
$$

This loop will be eliminated by the following procedure: if during the construction of the proof of $\rho_{i}\left(\tau_{1}^{i}, \ldots, \tau_{n_{i}}^{i}\right) \equiv b_{i}$ in the retrieval system we met $b_{i}$ and $\rho_{i}$ on the same side of the symbol $\|$ then STOP - we have to do with the case of the loop in the definition of $\rho_{i}$ and the proof does not exist.

## Example 8.

Let $\rho$ be defined by the following procedure: $\rho(x) \equiv \neg \rho(x)$.

We shall try to prove $\rho(x) \equiv b$ in the retrieval system, with the empty set of special axioms. Therefore we consider the sequent:
(1) $1+p(x) \equiv b$.

By $(\mathrm{C}+$ ) and $(\mathrm{I}+)$ we get two sequents:
(2) $\rho(x)$ It $b$,
(3) $b \| p(x)$

Using the rule $\left(-r_{c u}{ }^{\prime}\right)$ to (2) and $\left(r_{v}{ }^{\prime}+\right.$ ) to (3) we get
(4) $\neg(x) \Vdash-b$,
(5) bif $\neg \rho(x)$.

Using ( -N ) and $(N+$ ) for (4) and (5) respectively, we get
(6) If $\rho(x), b$,
(7) $\rho(x), b \|$ -

If we do not use the above mentioned procedure we shall get the loop, using $\left(r_{w}^{\prime}+\right)$ to (6), $\left(-r^{\prime}\right)$ to (7) and next using ( $-N$ ) and ( $N+$ ).

The notion of the premise will be explained in the algorithm which will be able to guess for which $\tau \in T_{o}^{\prime}$ we shall get $\tau=u$ and whether $b$ or $\neg b$ is a premise.

RS-algorithm looking for the premises of functions and procedures delining the notions $\varphi_{1}, \ldots, \varphi_{m}, \rho_{1}, \ldots, \rho_{c}$ of the form:

$$
\text { (FP) }\left\{\begin{array}{l}
\varphi_{j}\left(y_{1}, \ldots, y_{m j}\right)=M_{j} t_{j} \text { for } t_{1}^{\prime}, \ldots, t_{m_{j}}^{\prime} \in T_{0}^{\prime} \\
\rho_{j}\left(x_{1}, \ldots, x_{n_{i}}\right) \equiv K_{i} \alpha_{i} \text { for } \tau_{1}^{\mathrm{t}}, \ldots, \tau_{n_{i}}^{\prime} \in T_{0}^{\prime}
\end{array}\right.
$$

$/ 1 \leq j \leq p$ and $1 \leq i \leq r /$ and constructing the special set of axioms in a dyamic process, runs as follows:
(If the main idea is clear to the reader, we suggest omitting the details).

1. $\mathrm{j}:=1 ; \mathrm{i}:=\mathrm{i}$;

Readk); ( $k$ is a natural number helpful for "mhile")
$\mathscr{H}:=$ an empty lile; (It preserves some kind of sequents)
2. $n:=0 ; X:=$ an empty fle, which represents the premises of functional equations and relations defined by programs;
We put the sequent $\|-\varphi_{j}\left(t_{1}^{J}, \ldots, t_{m}^{J}\right)=u_{j}$ as the root in the $j$-diagram and we put the sequent If $\rho_{i}\left(\tau_{j}^{d}, \ldots, \tau_{n}^{\prime}\right) \equiv b_{i}$ as the root in the $i$-diagram, where $u_{j}$ is the least element of the lineary ordered set $Y \backslash S\left(\left\{\varphi_{\mathcal{A}}\left\{t_{1}^{j}, \ldots, t_{m}^{j}\right\}, M t_{j}\right\}\right)$ such that $u_{j} \notin\left\{u_{1}, \ldots, u_{j-1}\right\}$ for $j>1$ and where the element $b_{1}$ is the least element of the lineary ordered set $V_{0} \backslash \mathcal{G}\left(\left\{\rho_{i}\left(\tau_{1}^{i}, \ldots, \tau_{m}^{i}\right), K_{i} \alpha_{i}\right\}\right)$, such that $b_{i} \notin\left\{b_{1}, \ldots, b_{i-1}\right\}$ for $\mathrm{i}>1$.
3. If a sequent $s$ on the $n$-th level is indecomposable or if it is an axiom or a special axiom /i.e. an
 $\mathrm{m} \leq \mathrm{i}$, or $b_{\mathrm{m}} \in \operatorname{lef}(\mathrm{s})$ for some $\left.-b_{m} \in \mathrm{X}, \mathrm{m} \leq i \leq r\right\} /$, then s is a leaf. If $s$ has more than one the same element on the left or right side of the symbol $\|-$ then we omit the rest. We check this point after using any rule. If ail sequents on the n-th level are leaves then STOP - the proof exists and the set of axioms and special axioms is of the form $\left(A x^{-}\right) \cup \mathscr{A}$.
4. $\mathrm{B}:=\mathrm{n}+\mathrm{I}$;

We construct the $n$-th level of the $j$-diagram of the sequent $\|-\varphi_{j}\left(t_{j}^{j}, \ldots, t_{m}^{j}\right)=u_{j}$ and the n-t $h$ level of the i -diagram of the sequent If $\rho_{1}\left(\tau_{2}^{\prime}, \ldots, \tau_{n}^{\prime}\right) \equiv b_{1}$ in $\mathscr{L} \cdot$ with the rules $\mathscr{R}$ and the special set of axioms, which was delined above.

I $\int$ it is possible we use, as in Definition 19, the rule from $\left(\Re \cup R_{s_{e q}}\right\} \backslash\{(-\cup))$ to construct the $n$-th level in the $h$-diagtam where $\mathrm{h} \in\{i, j\}$ by the premises of the considered rule.

If we need use in the construction of the $n$-th leyel in the $h$-diagram the nule $(-U)$ for a sequent $s$ of the form:
$W, s^{\prime}(p:=T R U E) \bigcup$ begin $p:=p \wedge \alpha ; K$ end $(p \wedge \neg \alpha \wedge \beta) \Vdash Y, b_{j} Z,{ }_{\mathrm{j}}$ then for further considerations we denote by $M_{n}(0)$ the expression of the form:
begin $s^{\prime} ; p:=T R U E$ end [begin $p:=p \wedge \alpha ; K$ end] ${ }^{\prime}$. We mean that $l$ is a natural number.
It is known that we get the following set of sequents as the result of using the rule $(-U)$ : $\left\{M_{n}(\eta)(p \wedge-1 \alpha \wedge \beta), W \| Y, b_{b} Z: l \in \mathcal{N}\right\}$, but in practice we do not construct all of these elements. We denote $Y, b_{b} Z$ by $\Gamma$.

Now we consider the following condition for the sequent of the form $M_{n}(n)(p \wedge \neg \alpha \wedge \beta)$, W|F $\Gamma$ : we use RS-algorithm from the point 3 to the sequents $k\left(M_{n}(k) p\right)\left\|; ; M_{n}(k) \neg \alpha\right\|$; $M_{n}(k) \beta \|$ and if RS-algorithen gives us the proof of one of the generalized formulas:
$\neg k\left(M_{n}(k) p\right), \neg M_{n}(k) \neg \alpha, \neg M_{n}(k) \beta$, then we assume that the $n$-th level contains only $k-1$ elements of the form: $M_{n}(D)(p \wedge \neg \alpha \wedge)_{2} W \| \Gamma$ for $1 \leq l \leq k-1$.
In the opposite case the $n$-th level contains the sequent

$$
s^{\prime}(p:=\operatorname{TRUE}) \cup \text { begin } p:=p \wedge \propto K \text { end }(p \wedge \neg \alpha \wedge \beta), W \Vdash \Gamma
$$

and additionally it contains either $k$ elements of the form: $M_{n}(\Omega)(p \wedge-a \propto \beta), \mathrm{W} \| \Gamma$ for $1 \leq l \leq k$ when the rule $(-U)$ is used for the first time for the sequent with regard to $s^{\prime}(p:=T R U E) \cup$ begin $p:=p \wedge a ; K$ end ( $p \wedge \neg \alpha \wedge \beta$ ) or one element $M_{n}(k)(p \wedge \neg \alpha \wedge \beta)$, $W \mid F r$ when the rule $(-U)$ is used for the sequent more than once with regard to the above mentioned, generalized formula. (In fact it means that on the $n$-th level instead of infinite set of sequents $\left\{M_{n}(\eta(p \wedge \neg \alpha \wedge \beta)\right.$, W \| $\| \Gamma: l \in \mathcal{N}\}$ we shall consider only a finite number of sequents).
(To have on the n-th level only finite number of sequents we do nearly the same with the rules $(\cap+)$ and $(-\forall)$. However instead of the classical term $t$ we put a temporary pointer of dummy d /see P. Gburzyiski [29], [28]/. Moreover on each level we have to decide whether some sequents are axioms. To do that we shall use the well-known unification algorithm on the both sides of the sign $(1)$.
$k:=k+1 ;$
5. We revise the $n$-th ievel of the $h$-diagram and for every sequent $s$ which does not belong to $\mathscr{A} \cup\left(A x^{n}\right)$ we consider two cases:
(i) We look for the classical open formula of the form $\tau=u_{j}$ in the sequent $s$ such that $\tau=u_{j} \in$ right(s), $\tau$ does not contain the functor $\varphi_{l}$ and $\tau$ was obtained by none of the rules: $\left(r_{-}+\right)_{,}\left(-r_{-}\right)$applied to a generalized term $t$ containing the functor $\varphi_{J}$ and built by the functors: $+, *, h,)^{\prime \prime}$ for some $m \in \mathscr{N}$ /e.g. if in some sequent, the classical term $t$ which is equal to 0 was obtained from $0 * \varphi_{j}\left(L_{1}^{j}, \ldots, r_{m}^{j}\right)$ by $\left(r_{-}+\right)$then the decomposable sequent was changed into the indecomposable sequent anâ we lost the essential property/.
If we find such a sequent $s$ which fulifls two condilions:
(1) $\alpha \in A A^{\prime}$, for every $\alpha \in s_{\text {, }}$
(2) s is not a conclusion of any of the rules from the set $\mathscr{D}=\left\{\left(r_{1}+\right)_{1}\left(-r_{1}\right)_{,}\left(r_{-}+\right)_{,}\left(-r_{a}\right)\left(r_{a}\right)\right.$, $\left.\left(r_{\omega}+\right),\left(-r_{\omega}\right),\left(P^{\prime}+\right)\left(-P^{\prime}\right),(B),\left(r_{v}^{\prime}+\right),\left(-r_{s p}^{\prime}\right),(\alpha+),(-x)\right\}$,
then we consider two cases:
Case 1. If there is another classical open formula of the form $\tau^{\prime}=u_{j}$ (we consider this case even if the restriction concerning the rule ( $r_{-}+$) in the point 5 (i) is not satisfied), then we put this sequent to the file $\mathscr{H}$ unless $s$ is in $\mathscr{A}$. We call this sequent the special leaf and we assume that $s$ has no immediate successor.

Hovever, if $s$ is in $\mathscr{A}$ then STOP - if $h=j$ then the proof of the classical open formula $\varphi_{j}\left(t_{1}^{\prime}, \ldots, t_{m}^{j}\right)=u_{j}$ in the retrieval system does not exist and if $h=i$ then the proof of the classical open formula $\rho_{i}\left(\tau_{1}^{t}, \ldots, \tau_{m}^{l}\right) \equiv b_{i}$ in the retrieval system does not exist.
Case 2. If $\tau=u_{j}$ is the only classical open formula for some $\tau$ which fulfils the condition (i), then we put $\tau=u_{j}$ in the file X and the sequent $s$ becomes a leaf. Then we remove all special leaves from $\mathscr{H}$ containing $\tau=u_{j}$ on the right of the sign $\Vdash$ and we call them leaves.
(ii) We look for the element $b_{1}$ in the sequent $s$. If we find such a sequent containing $\rho_{1}$ and $b_{1}$ on the same side of the symbol if then STOP - we have to do with the case of the form: $\rho_{i}\left(x_{1}, \ldots, x_{n j}\right) \equiv \neg \rho_{i}\left(x_{1}, \ldots, x_{n}\right)$ and the proof daes not exist. If $s$ is not a conclusion of any of the rules from $\mathscr{D}$ we consider three cases:

Case 1. If for every $\alpha \in \operatorname{left}(s)$ we get $\alpha \in A t \geqslant\left\{F A L S E, b_{i}\right\}$ and $\alpha$ does not contain the predicate letter $\rho_{l}$ and if for every $\beta \in$ right(s) we get $\beta \in A t^{\prime} \backslash\{T R U E\}$ and $\beta$ does not contain the predicate letter $\rho_{1}$ and $b_{i} \in$ right $(s)$, then we put $b_{i}$ into the file $X$.
Case 2. If for every $\alpha \in \operatorname{left}(\mathrm{s})$ we get $\alpha \in A t^{\prime \prime} \backslash\{F A L . S E\}$ and $\alpha$ does not contain the predicate letter $\rho_{i}$ and $b_{t} \in \operatorname{left(s)}$ and if for every $\beta \in \operatorname{right}(\mathrm{s})$ we get $\beta \in \mathrm{At} \backslash\{T R U E\}$ and $\beta$ does not contain the predicate letter $\rho_{\mathrm{j}}$ then we put $\neg b_{1}$ into the file $X$.
Case 3. If there is $b_{1}$ and $-b_{i}$ in $X$ then STOP - the proof of the generalized formula $\rho_{1}\left(\tau_{1}^{l}, \ldots, \tau_{n}^{d}\right) \equiv b_{i}$ in the retrieval system does not exist.
6. If $s$ is an indecomposable sequent on the n-th level of the $h$-diagrag which is not an element of $\mathscr{A} \cup\left(A x^{*}\right)$ then STOP - the proof of the classical open formula $\varphi_{f}\left(t_{1}^{\prime}, \ldots, r_{m}^{J}\right)=u_{\text {, }}$ or $\rho_{i}\left(\tau_{1}^{i}, \ldots, \tau_{n}^{i}\right) \equiv b_{1}$ for the case $\mathrm{h}=\mathrm{j}$ or $\mathrm{h}=\mathrm{i}$ respectirely in the retrieval system does not exist
7. If each indecomposable sequent from the n-th level of the h-diagram is an element of the set $A \cup\left(A x^{\circ}\right)$ and if there is no other sequent on the $n$-th level then STOP - if $h=j$ then the set \{s $\in$ Seq': $\alpha \in$ right(s) for some classical open formula $\alpha$ from $X$ and $\alpha \neq b_{d}$ and $z \neq-b_{d}$ for $1 \leq d \leq i\}$ is the special set of axioms for the proof of the classical open formulas:

$$
\varphi_{1}\left(t_{1}^{j}, \ldots, t_{m_{1}}^{1}\right)=u_{1}, \ldots, \varphi_{j}\left(t_{1}^{J}, \ldots, t_{m_{j}}^{J}\right)=u_{p}
$$

and the file of the premises of the above functional equations exists and contains all the elements from $X$ which are neither $b_{d}$ nor $\neg b_{d}$ for any $d \in\{1, \ldots, i\}$. However if $h=i$ then the set $\{s \in S e q$ : $b_{d} \in$ right $(s)$ for some $b_{d}$ from the file $X$ where $1 \leq d \leq i$ or $b_{d} \in$ left(s) for some $\neg b_{d}$ from the Hele $X$ where $1 \leq d \leq i\}$ is the special set of axioms for the proof of the generalized formulas:

$$
\rho_{1}\left(\tau_{1}^{1}, \ldots, \tau_{n_{1}}^{1}\right)=b_{1}, \ldots, p_{i}\left(\tau_{1}^{d}, \ldots, \tau_{n}^{t}\right)=b_{1}
$$

and the file of the premises of the above relations defined by programs exists and contains all the elements from $X$ which are of the form $b_{d}$ or $\neg b_{d}$ ror any $d \in\{1, \ldots, i\}$.
If $j=p$ and $i=r$ then STOP $-\mathcal{A}$ is the special set of axioms for the proof of all generalized formulas from ( $F P$ ) and $X$ is the file of the premises of functional equations and relations defined by programs from (FP). If ( $j<p$ and $i<r$ ) or $(j<p$ and $i=r)$ or $(i<r$ and $j=p)$ then we change $i$ and $j$ respectively and we go to the point 2 .

Now we want to pay attention to a special case, which was mentioned in Case 1 of the point 5 (i). We want to prove in the retrieval system $f(2)=u$ by RS-algorithm.

## Example 9.

We start with the sequent:
(l) $1 F \cdot(2)=u$.

After using some rules we get among other things two sequents:
(2) $\mathbb{H}(n:=2)(n=0),(n:=2)(2:=n * f(n-1)(z=u))$,
(3) If $(n:=2)(z:=1(z=u)),(n:=2)(z:=n * f(n-1)(z=u))$.

The continuation of the proof depends on which sequent will be decomposed.
We shall show both of them:
Case 1. If we continue our considerations with the sequent (2), we shall get at last the sequent of the form:
(4) $0=0 \| 2=0,1=0,2=u$.

By Case 2 of the point 5 (i) of RS-algorithn we get $2=u$ as the premisc. Therefore each sequent containing this premise on the left side of the symbol $\|$ is a special axiom. It allows us to end the whole proof.
Case 2. If we continue our proof with the sequent (3) we get at last the sequent of the form: (5) $1 \vdash 0=u, 1=u, 2=u$.

Moreover 0 in ( 5 ) was got from the classical term $2 *\left(0 * f(0-1)\right.$ ) by ( $r_{r}+$ ). Since we shall not be able to choose only one premise, we call this sequent in the Case 1 of the point 5 (i) of RS-algorithm the special lear and put it into the file $\mathscr{A}$. At that moment we consider other sequents, for example the sequent (2), which allows us to get the premise $2=u$. By Case 2 of the point 5 (i) of RS-algorithm we remove the special leaf from $A^{\prime \prime}$ and we call it a leaf. It allows us to end the whole proof even in this case.

Case 1 in the point 5 (i) is based on the standard model of arithmetic with standard realization.

If there exist only terms without individual variables in the considered programs and formulas, except individual variables of the form $x$ in the expressions $\mathrm{x}:=\tau$ and if we use only recursive fuactions and the computations of all programs in (FP) stop then the following lemma holds:

Lemma 8. Let $\mathbb{S}_{a}=\langle\mathbf{S},\langle \rangle$ be the diagram of the generalized formula $\alpha$ of the form $\varphi_{j}\left(y_{1}, \ldots, y_{m}\right)=M_{j} t_{j}$ from (FP). If during the execution of RS-algorithm for the premise of function defining the notion $\varphi_{j}$ we get an indecomposable sequent $s$ of the form $\Gamma_{1} \Vdash u=\tau_{1}, \ldots, u=\tau_{n}, \Gamma_{2}$ then there exist two sequents $s_{1}$ and $s_{2}$ in S such that $s<s_{1}, s_{2}<s_{1}$, $s$ and $s_{2}$ are not compared by $<$ and $s_{2}$ contains exactly one classical open formula from $\left\{u=\tau_{1}, \ldots, u=\tau_{n}\right\}$ on the right of the symbol $\mathbb{H}$.

We want to pay attention to one important matter. The diagram $\mathbb{S}_{a}$ usually has an infinite path (see the diagram for $f(2)=u$ ) but using RS-algorithm, we get a finite subtree $\left\langle S^{\prime},\left\langle^{\prime}\right\rangle\right.$ of the tree $\mathbb{S}_{a}$ i.e. a finite $S^{\prime} \subset S$ and $<^{\prime}=<_{/ 5}$ where $<_{/ 5}$ means the restriction of the relation $<$ to the set $S^{\prime}$. Since the computation of the program $M_{j}$ stops and gives us the result of this computation, this computation points out the path to the sequent $s_{2}$. Obviously there is only one sequent $s_{2}$ with the above mentioned property.

The main idea of this lemma is the following: if during the execution of RS-algorithm we get the path with the indecomposable sequent $s$ of the form $\mathrm{I}_{1}^{+} \|-u=\tau_{1}, \ldots, u=\tau_{n}, \Gamma_{2}$, (in this case we do not know which $\tau_{j}$ is the calculation of $M_{j} t_{j}$ ), then by the assumption (the computation of all programs
in (FP) stops), there exists another path containing the indecomposable sequent $s_{2}$ with the only formula of the form $u=\tau_{j}$ for some $j \in\{1, \ldots, n\}$ where $\tau_{j}$ is the result of the computation of $M_{j} t_{j}$. Therefore during the execution of RS-algorithm we stop the calculation along the path with the sequent $s$ and we continue the calculation on the other branch constructed up this moment and we look for the sequent $s_{2}$. The sequent $s_{2}$ enables us to get the premise of the considered function of the form $u=\tau_{j}$ and to extend the set of special axioms.

Further we shall give some examples showing that the idea presented in the above algorithm allows us to find the special set of axioms for functions and relations defined by programs.

Using the rules from $R_{S e q^{*}} \cup \Re$ we will be able to lind the premises and a special set of axioms to solve the equality of the form $\varphi\left(t_{1}, \ldots, t_{m}\right)=u$ for the function defining the notion $\varphi$ such that $\varphi\left(t_{1}, \ldots, t_{m}\right)=M t$ is from (*) and $u \notin \vartheta\left(\varphi\left(t_{1}, \ldots, t_{n t}\right) \cup \vartheta(\mathrm{Mt})\right.$. Let $\mathscr{A}_{i}=\{s \in \operatorname{Seq}: \alpha \in \operatorname{right}(\mathrm{s})$ for some $\alpha$ from the file $\left.X_{i}\right\}$ for $i \in\{0,1,2,3\}$ and for the set of premises $X_{i}$

Example 10. There exist the files $X_{0}, X_{1}, X_{2}, X_{3}$ of the premises and the special sets of axioms $W_{0}, \mathscr{A f}_{1}, \mathscr{A}_{2}, \mathscr{A}_{3}$, which are found by using RS-algorithm during the proof of the following expressions:
(i) $g\left(n^{4}\right)=$ uEprool $<\left(\mathrm{Ax}^{-}\right)^{*} \cup \mathscr{A}_{0}, R_{S_{\text {eq }}} \cup \mathfrak{M}>$,
(ii) $h(1,2)=u_{1} \in \operatorname{proor}\left\langle\left(\mathrm{Ax}^{-}\right)^{\prime} \cup \mathscr{A}_{1}, R_{\text {Seq}} \cup \mathfrak{R}\right\rangle$,
(iii) $k(x, 1)=u_{2} \in$ prool $\left\langle\left(A x^{-}\right) \cup \mathscr{A}_{2}, R_{\text {seq }} \cup R>\right.$,
(iv) $\rho(1,2)=b \in$ proof $<\left(A^{-}\right) \cup \mathscr{A}_{3}, R_{5 c q^{\prime}} \cup \mathscr{R}>$,

Obviously $\mathscr{A}_{0}=\left\{s \in \operatorname{Seq} q^{\prime}: n^{\perp}=u \in\right.$ right $\left.(s)\right\}, \quad \mathscr{A}_{1}=\left\{s \in \operatorname{Seq}: 2=u_{1} \in\right.$ right $\left.(s)\right\}, \quad \mathscr{A}_{2}=$ $\left\{s \in \operatorname{Seq}^{\prime}: x+1=u_{2} \in \operatorname{right}(s)\right\}$ and $\mathscr{A}_{3}=\left\{s \in S e q^{\prime}: b \in \operatorname{right}(s)\right\}$.

Proof. (i) To and $X_{0}$ an $\mathscr{S I}_{0}$ we make them empiy and construct the diagram of sequent (l) $1 F g\left(n^{4}\right)=u$
by RS-algorithm in the language $\mathscr{L}^{2}$ with the special set of rules $\mathscr{R}$ and the special set of axioms $\mathscr{S}_{0} . \mathrm{By}_{\mathrm{y}}\left(\mathrm{r}_{\mathrm{r}}+\right)$ and $(\mathrm{B}+)$ we get the sequent
(2) $\mid f$ begin $x:=n^{4} ; i:=n$ end (begin $\left.i:=\hat{i}+3 ; z:=x \operatorname{end}(z=u)\right)$.

Thus by ( $s+$ ) we get
(3) $1 \mid-n^{4}=u$.

Next by Case 2 of the point 5 of RS-algoritom we put $n^{4}=u$ into $X_{0}$ and therefore the sequent (3) belongs to the set $\mathscr{A}_{0}$
(ii) To lind the needed $X_{1}$ and $\mathscr{A}_{1}$ we make them empty and construct the diagram of the sequent
(1) $1 F h(1,2)=u_{1}$
by RS-algorithm in the language $\mathscr{S}{ }^{\circ}$ with the special sct of rules $\mathbb{R}$ and the special set of axioms $Q_{1}$. Using $\left(r_{c v}+\right)$ and ( $B+$ ) we get
(2) $\mid-$ begin $x:=1 ; y:=2$ end if $x=0$ then $z:=2$ else $z:=h(x-1, h(x, y))\left(z=u_{1}\right)$.

Hence and by $(k+),(A+)$ and $(C+)$ we get two sequents of the form:
(2.1) If begin $x:=1 ; y:=2$ end $(\neg(x=0))$, begin $x:=1 ; y:=2$ end $\left((x-0) \wedge z:=\mathcal{Z}\left(z=u_{1}\right)\right)$, (2.2) |f begin $x:=1 ; y:=2$ end $\left.z:=h(x-1, h(x, y))\left(z=u_{1}\right)\right)$, begin $x:=1 ; y:=2$ end $((x=0) \wedge$ $\left(z:=2\left(z=u_{1}\right)\right)$.

Case (2.1). Using ( $\mathrm{C}+$ ) we get two sequents of the form:
(2.1.1) \|-begin $x:=1 ; y:=2$ end $(x=0)$, begin $x:=1 ; y:=2$ end $(-(x=0))$, (2.1.2) I- begin $x:=1 ; y:=2$ end $\left(z=2\left(z=u_{1}\right)\right.$, begin $x:=1 ; y:=2$ end $(-1(x=0))$, Case (2.1.1). By ( $\mathrm{N}+$ ) we get an axiom.
Case (2.1.2). By ( $\mathrm{N}+$ ), $(-\mathrm{s}),(s+)$ and ( $r_{a}$ ) we get an axiom.
Case (2.2). Using ( $\mathrm{C}+$ ) we get two sequents of the form:
(2.2.1). IF begin $x:=1 ; y:=2$ end $(x=0)$, begin $x:=1 ; y:=2$ end $(z:=h(x-1, h(x, y))$ $\left(z=u_{1}\right)$ )
(2.2.2) H- begin $x:=1 ; y:=2$ end $\left(z=2\left(z=u_{1}\right)\right)$, begin $x:=1 ; y:=2$ end $(z:=h(x-1, h(x, y))$ ( $\left.z=u_{1}\right)$ ).
Case (2.2.1). Using the rule $(s+),\left(r_{-}+\right)$and ( $s+$ ) we get
(3) $\mathbb{F}^{-1}=0, h(0, h(1,2))=u_{1}$.

Using the rule $\left(r_{c v}+\right),\left(\mathrm{P}^{\prime}+\right),(\mathrm{B}+),\left(\mathrm{P}^{\prime}+\right),(k+)$ and $\left(\mathrm{P}^{\prime}+\right)$ we get
(4) $\mid \vdash 1=0$, begin $x:=0, y:=h(1,2)$ end $\left(\left((x=0) \wedge\left(z:=2\left(z=u_{1}\right)\right)\right) \vee(\neg(x=0) \wedge(z:=\right.$ $\left.\left.h(x-1, h(x, y))\left(z=u_{1}\right)\right)\right)$.
By ( $\mathrm{A}+$ ) and ( $\mathrm{P}^{\prime}+$ ) we get
(5) $\mid-1=0$, begin $x:=0 ; y:=h(1,2)$ end $\left((x=0) \wedge\left(z:=2\left(z=u_{1}\right)\right)\right.$, begin $x:=0 ; y:=h(1,2)$
$\operatorname{end}\left(\neg(x=0) \wedge\left(z:=h(x-1, h(x, y))\left(z=u_{1}\right)\right)\right)$.
For simplicity let us denote by $H$ the second generalized formula on the right-hand side of the above sequent. Let us introduce the following abbreviations:
$a=$ begin $x:=0 ; y:=h(1,2) \operatorname{end}(\neg(x=0)$ ),
$b=$ begin $x:=0 ; y:=h(1,2)$ end $\left(z:=h(x-1, h(x, y))\left(z=u_{1}\right)\right)$,
$c=\operatorname{begin} x:=0 ; y:=h(1,2) \operatorname{cnd}(x=0)$,
$d=\operatorname{begin} x:=0 ; y:=h(1,2)$ end $\left(z:=2\left(z=u_{1}\right)\right)$.
Using in (5) the sule ( $\mathrm{C}+$ ) we get two sequents:
(5.1) $\Vdash a, \mathbf{1}=\mathbf{0}, \mathrm{H}$,
(5.2) $1 / b, \mathbf{1}=\mathbf{0}, \mathrm{H}$.

Case (5.1). Using ( $C+$ ) and ( $P^{\prime}+$ ) we get two sequents:
(5.1.1) $\Vdash^{1}=\mathbf{0}, c, a$,
(5.1.2) $\Vdash 1=0, d, a$

Case (5.1.1). By ( $\mathrm{N}+$ ) we get an axiom.
Case (5.12). By the same rule as used in Case (5.1.1) and by ( $-r_{1}$ ) we get
(6) 1 If $2=u_{1}, 1=0$. Then by Case 2 of the point 5 of RS-algorithm we put $2=u_{b}$ into $X_{1}$ and therefore the sequent (b) belongs to the set $\mathscr{A}_{1}$.
Case (5.2). Using ( $\mathrm{C}+$ ) and ( $\mathrm{P}^{\prime}+$ ) we get two sequents:
(5.2.1) $\Vdash 1=0, c, b$,
(5.2.2) $\{-1=0, d, b$,

Case ( 5.2 .1 ). Using twice the rule $(s+)$ and $\left(r_{1}+\right)$ we get an axiom.
Case ( 5.2 .2 ). Using twice the rule $(s+)$ and $\left(r_{\mathrm{f}}+\right.$ ) we get
(7) $\left.\vdash^{-2}=u, h(-1, h(1,2))\right)=u_{s}, 1=0$.

The sequent ( 7 ) is an element of the set $\mathscr{A}_{1}$. The case (22.2) is similar, so we omit it.
(iii) To find the needed $X_{2}$ and $\mathscr{A}_{2}$ we make them empty and construct the diagram of the sequent if $k(x, 1)=u_{1}$ by RS-algorithm. The proof is similar to (i). After using many rules we get at last two sequents of the form:
(1) $\mid \zeta k(x, 0)+1=u_{2}, 1=0$,
(1) $1-k(x, 0)+1=u_{2}, x=u_{2}$.

First we consider ( 1 ). By ( $\mathrm{P}^{\prime}+$ ), $\left(r_{c o}+\right.$ ) and ( $\mathrm{B}+$ ) we get
(2) $\mathbb{H} y:=0\left(\right.$ if $y=0$ then $z:=x$ else $\left.z:=k(x, y-1)+1\left(z+1=u_{2}\right)\right), 1=0$.

Hence by $\left(\mathrm{P}^{+}+\right),(k+),(A+)$ and $(C+)$ we get two sequents of the form：
（2．1） $\mid-y:=0(-(y-0)), y:=0\left(y:=0 \wedge(z:=x)\left(z+1=u_{2}\right), 1=0\right.$ ，
（2．2） $\mid-y:=0\left((z:=k(x, y-1)+1)\left(z+1=u_{2}\right)\right), y:=0\left(y=0 \wedge(z:=x)\left(z+1=u_{z}\right)\right), \mathbf{1}=0$ ．
Case（2．1）．Using $\left(P^{\prime}+1,(\mathrm{C}+)\right.$ and $(\mathrm{N}+)$ we get an axiom and the sequent of the form： $y:=0(y=0) \| y:=0\left((z:=x)\left(z+1=u_{2}\right)\right), 1=0$ ．Alter using $(+s),\left(P^{3}+\right)$ and（ $\left.s+\right)$ we get $0=0 \|-z+1=u_{2}, 1=0$ ．Then by Case 2 of the point 5 of RS－algorithm we put $z+1=u_{2}$ into $X_{2}$ and therefore the sequent（ 6 ）belongs to the set $A_{2}$ ．
Case（2．2）．By $\left(P^{\prime}+\right),(C+),(s+),\left(r_{a}+\right)$ and $\left(r_{1}+\right)$ we get，after some steps，the axiom of the form If $k\left(x_{1}-1\right)+2=u_{2}$, TRUE $1=0$ and the special axiom of the form
If $k(x,-1)+2=u_{2}, x+1=u_{2}, 1=0$.
The case（ $1^{\prime}$ ）is similar to the case（1），so we omit it It is worth to mention，that if we first consider the case（I＇）we shall get the proof by the Case 1 in the point 5 （i）in RS－algorithm． （iv）To find $X_{3}$ and $\mathscr{A}_{3}$ we make them empty and construct the diagram of the sequent
（1）计 $\rho(\mathbf{1}, \mathbf{2}) \equiv b$ ，
by RS－algorithm for $\mathrm{i}=1, b_{1}=b$ and $k=2$ ．
Obviously by（ $\mathrm{C}+$ ）we get two sequents．Next by（ $\mathrm{I}+$ ）we get
（2）$\rho(1,2) \|-b$ ，
（3）$b \| \rho(1,2)$ ．
Using the rule（ $-r_{c u}^{\prime}$ ）to（2）and $\left(r_{n v}^{\prime}+\right.$ ）to（3）we get
（4）begin $x:=1 ; y:=2$ ead $K 2 a \| b$ ，
（S）$b \|$ begin $x:=1 ; y:=2$ end K2a
At first we consider the point（4）．By $(-k)$ and（ $-A$ ）we get two sequents：
（4．1）begin $x:=1 ; y:=2$ end $((x=y) \wedge(a:=F A L S E) a) \| b$ ，
（4．2）begin $x:=1 ; y:=2$ end $(-\imath(x=y) \wedge$ begin $u:=0$ ；while $\neg((u=y) \cup(u=x))$ do $u:=u+1$ ； if $u=x$ then $a:=$ TRUE else $a:=$ FALSE；end $a$ ）$-b$ ． Case（4．1）．By（ -C ）and（ -s ）we get the sequent FALSE，begin $x:=1 ; y:=2$ end $(x=y) \| b$ which is an axiom．
Case（4．2）．By（ -C ），$(-k)$ and（ -N ）we gel
（6）begin $x:=1 ; y:=2$ end $(u:=0$（begin while $\neg((u=y) \vee(u=x))$ do $u:=u+1$ ；if $u=x$ then $a:=T R U E$ else $a:=$ FALSE；and $a)$ ）it begin $x:=1 ; y:=2$ end $(x=y), b$ ．

By $\left(\mathrm{P}^{\prime}+1\right),(-k),(s+),(-k)$ and $\left(-r_{N}\right)$ we get
（7）begin $x:=1 ; y:=2 \operatorname{end}(u:=0(p:=T R U E \bigcup$ begin $p:=(p \wedge \neg(\{u=y) \vee(u=x))) ; u:=u+1$ end $(p \wedge((u=y) \vee(u=x)) \wedge$ iI $u=x$ then $a:=$ TRUE else $a:=F A L S E(a)))) \mid F 1=2, b$ ，where $p$ is a special element from $V_{0}$（see Definition $1 G$ ）．

Since we need to use the rule（ - ），by point 4 of RS－algorithm we denote by n the level of the considered diagram and by $M_{n}(0)$ the expression of the form：
begin $x:=1 ; y:=2 ; u:=0 ; p:=$ TRUE end（begio $p:=p \wedge \neg((u=y) \vee(u=x)) ; u:=u+1$ end）${ }^{\prime}$ ． Next we verify whether the sequent $k\left(M_{n}(k) p\right)$ if has the proof in the retricual systena for $k=2$ ．

Since $k\left(M_{n}(2) p\right)$ is of the form TRUE $\wedge \neg((0=2) \vee(0=1)) \wedge \neg((0+1=2) \vee(0+1=1))$ ， using the rules $\left(-r_{n}\right),\left(-r_{1}\right),\left(-r_{A 1}\right),\left(-r_{N_{1}}\right),\left(-r_{c 0}\right)$ to the sequent $k\left(M_{n}(2) p\right)$ 倍 we get the sequent $s_{0}$ such that FALSE Eleft $\left(s_{0}\right)$ ．Hence $s_{0}$ is an axiom．By the point 4 of RS－aigorithm we shall consider only two sequents of the form：
（8）$M_{n}()(p \wedge((\mu=y) \vee(u=x)) \wedge(\Gamma \mu=x$ then $a:=$ TRUE else $a:=F A L S E ; a))$ 什 $\mathbf{1}=\mathbf{2}, b$ for $\mathfrak{i} \in\{0,1\}$ ．

Using twice（ -C ）in（ 8 ）we get for $\mathrm{l}=1$ the following sequence：
（9）$M_{n}(1)((u=y) \vee(u=x)), M_{n}(1)$ if $u=x$ then $a:=T R U E$ else $\left.a:=F A L S E \quad a\right), M_{n}(1) p$ If $1=2, b$ ．

Using $(-s),\left(-r_{c 1}\right),(-k),(-A),(-N)$ and $\left(P^{\prime}+\right)$ we get two sequents：
（9．1）$\left.M_{m}(1)(u=y), M_{n}(1)((u=x) \wedge((a:=T R U E) a)) \vee(\neg(u=x) \wedge((a:=F A L S E) a))\right)$ 仆 $1=2, b$ ， $(0=2) \vee(0=1)$ ．
(9.2) $\left.M_{n}(1)(u=y), M_{n}(1)((u=x) \wedge((a:=\operatorname{TRUE}) a)) \vee(\neg(u=x) \wedge((a:=F A L S E) a))\right) \mid-1=2, b_{1}$ $(0=2) \vee(0=1)$.
Case (9.1). By ( $A+$ ), ( -A ) we get two sequents. Next using $(-s)$ and $\left(r_{\mathrm{a}}\right)$ we get axioms, since FALSE is on the leth-hand side of the sign II.
Case (9.2). By ( $\mathrm{A}+$ ) and ( -A ) we get two sequents:
(9.2.1) $\left.M_{n}(1)((u=y) \wedge((a:=T R U E) a)), M_{n}(1)(u=x) \|_{-0}=2,0=1,1=2\right), b$,
(9.2.2) $M_{n}(1)\left(-1(u=x) \wedge((a:=F A L S E) a), M_{n}(1)(u=x) \Vdash 0=2,0=1,1=2\right), b$.

Case (9.2.1) Using ( -s ) $\left(-r_{-}\right)$( -C ) we get
(10) $M_{n}(1)(u=x), M_{n}(1)((a:=\operatorname{TRUE}) a), T R U E \|-0=2,0=1,1=2, b$.

By $(-P),(-s)$ and $\left(-r_{-}\right)$we get the sequent of the form:
(11) $\operatorname{TRUE} \|=2,0=1,1=2, b$.

By Case 1 of the point 5 of RS-algorithm we put $b$ into the file $X_{3}$ and the sequent from (11) is an element of the set $\mathscr{A}_{3}$. Moreover the sequent (9.2.2) is the special axiom too. Obviousiy the sequent ( 8 ) for $l=0$ is the special axiom, since $b$ is in it on the right-hand side of the sign $I F$.

Now we consider the point (5). Using $(k+),(A+)$ and $(C+)$ we get iwo sequents:
(5.1) $b \|$ begin $x:=1 ; y:=2$ end $\neg(x=y)$, begin $x:=1 ; y:=2 \operatorname{end}((x=y) \wedge(a:=F A L S E) a)$, (5.2) $b$ IV begin $x:=0 ; y:=2$ end(begin $u:=1$; while $\neg((u=y) \vee(u=x))$ do $u:=u+1$; if $u=x$ then $a:=$ TRUE else $a:=$ FALSE; end $a)$, begin $x:=1 ; y:=2$ end $((x=y) \wedge((a:=F A L S E) a))$. Case (5.1). By ( $\mathrm{C}+$ ) we get two sequents such that using ( $\mathrm{N}+$ ) for one of them we get an axiom and using $(N+),(-P),\left(s+h(-s)\right.$ we get the sequent of the form $1=2, b \Vdash F A L S E$ which by $\left(r_{0}\right)$ becomes an axiom.
Case (5.2). By ( $\mathrm{C}+$ ) we get two sequents:
(5.2.1) $b \|$ begin $x:=1 ; y:=2$ end $(x=y)$, begin $x:=1 ; y:=2$ end (begin $u:=0$; while $\neg((u=y) \vee$ $(u=x))$ do $u:=u+1 ;$ if $u=x$ then $a:=$ TRUE else $a:=$ FALSE; end $a$ ), (5.2.2) $b$ 价 begin $x:=1 ; y:=2$ end ( $a:=F A L S E) a$ ) begin $x:=1 ; y:=2$ end (begin $u:=0$; while $\neg((u=y) \vee(u=x))$ do $u:=u+1$; if $u=x$ then $a:=T R U E$ else $a:=F A L S E$; end $a)$.

Since both eases are nearly the same, we sball consider only the case (5.2.1). For further considerations we shall introduce the following abbreviations: $\alpha$ is equal to $(f(\mu=y) \vee(u=x)$ ), si denotes begin $p:=(p \wedge \neg \alpha) ; u:=u+1$ end. Using $(k+),(s+),(k+),\left(P^{\prime}+\right)$ and $(k+)$ in (5.21) we get
(12) $b \|$ begin $x:=1 ; y:=2$ end $\langle u:=0(p:=$ TRUEUSl ( $p \wedge \neg \neg a \wedge$ if $u=x$ then $a:=$ TRUE else $a:=F A L S E ; a)), \mathbf{1}=\mathbf{2}$, where $p$ is a special element from $V_{0}$ (see Definition 16). By $\left(r_{N}+\right.$ ), $\left(\mathrm{P}^{\prime}+\right)_{,}(\mathrm{U}+)_{,}\left(\mathrm{P}^{\prime}+\right)$ and $(\mathrm{C}+)$ we get two sequents, but one of them, after using $\left.(\mathrm{U})+\right)_{2}(\mathrm{P}+)$ and ( $s+$ ), becomes an axiom because TRUE appeares on the right-hand side of the sign $\mathbb{H}$. Therefore we consider only the last sequent which is of the form:
(13) $b \|$ begin $x:=1 ; y:=2$ end $(u:=0(p:=T R U E$ ( $\alpha \wedge$ if $u=x$ then $a:=$ TRUE else $a:=$ FALSE; $a))$ ), $1=2$, begin $x:=1 ; y:=2$ end $(u:=0(p:=\operatorname{TRUE} \cup \operatorname{si}(s 1(p \wedge \alpha \wedge$ if $u=x$ then $a:=T R U E$ else $a:=F A L S E ; a))$ ).

Let us denote by $\delta$ the sequence of generalized formulas of the form: begin $x:=1 ; y:=2$ end $(\mu:=0(p:=T R U E \bigcup \operatorname{sicsl}(s)(p \wedge \alpha \wedge$ if $u=x$ then $a:=$ TRUE else $a:=$ FALSE; $a)))$ ), begin $x:=1 ; y:=2$ end $(u:=0(p:=\operatorname{TRUE}(s 1(p \wedge \approx \wedge$ if $u=x$ then $a:=$ TRUE else $a:=$ FALSE; $a)$ ))).

Using $(\mathrm{U}+\mathrm{)},(\mathrm{P}+\mathrm{)}$ and $(\mathrm{C}+\mathrm{)}$ in (13) we get two sequents:
(13.1) $b|\mid-$ begin $x:=1 ; y:=2$ end $(u:=0(f p:=\operatorname{TRUE}) a)), 1=2, \delta$,
(13.2) $b \|$ begin $x:=1 ; y:=2$ ead $(u:=0((p:=T R U E)$ if $u=x$ then $a:=T R U E$ else $a:=F A L S E ; \alpha), 1=2, \delta$.

Let $\zeta$ be of the form: begin $x:=1 ; y:=2$ and $(x:=0(p:=T R U E \bigcup \sin (\operatorname{si}(\operatorname{si}(p \wedge \alpha \wedge$ if $u=x$ then $a:=$ TRUE else $a:=F A L S E ; a)))$ ).

Case (13.1). By ( $C+$ ) we get two sequents:
(13.1.1) $b \|$ begin $x:=1 ; y:=2$ end $(\mu:=0(p:=\operatorname{TRUE}(s l p)))$, begin $x:=1 ; y:=2$ end $(u:=0$ $((p:=\operatorname{TR} U E) a), d=2, \zeta$,
(13.1.2) $b \|$ begin $x:=1 ; y:=2$ end $(u:=0[p:=\operatorname{TRUE}(s)(x \wedge$ if $u=x$ then $a:=$ TRUE else $a:=F A L S E ; a)))$, begin $x:=1 ; y:=2$ end $(u:=0((p:=\operatorname{TRUE}(\alpha)))), 1=2, \zeta$.
Case (13.1.1). By $(U+),(P+),(A+),(s+),\left(r_{c 1}+\right),(C+)$ we get two sequents. Using for each of them $(U+),\left(\mathrm{P}+\mathrm{)},(\mathrm{~s}+),(\mathrm{N}+),(-\mathrm{A}),\left(r_{\mathrm{a}}\right)\right.$ we get four sequents which are axioms because FALSE belongs to the left side of the sign if of each of them.
Case (13.1.2). Let us consider only the generalized formula $Y$ of the form: begin $x:=1 ; y:=2$ end $(u:=0(\rho:=T R U E(s l(\alpha \wedge i I a=x$ then $a:=T R U E$ else $a:=$ FALSE; $a)))$, which belongs to the right side of the sign It in (13.1.2). It is easily scen that using some rules of inference to the sequent (13.12) which is of the form $b \| r, \Gamma$, we get the sequent of the form:
(14) $b \| \Gamma^{\prime}, r$.

Let $\mu$ be of the form begin $x:=1 ; y:=2$ ead $(u:=0(\rho:=\operatorname{TRUE}(s 1(\alpha)))$ and $\kappa$ be of the form begin $x:=1 ; y:=2$ end $(u:=0(p:=\operatorname{TRUE}(s 1(i f)=x$ then $a:=T R U E$ else $a:=F A L S E ; a)))$. Using ( $\mathrm{C}+$ ) in (14) we get two sequents:
(14.1) $b\left\|\|_{1} \Gamma^{\prime}\right.$,
(14.2) $b \| \kappa, \Gamma$.

Case (14.1). Using some rules of inference to the generalized formulas which helong to $\Gamma^{\text {º}}$ we get at last some sequents of the form $b \| \Gamma_{1}, \mu$. Next by ( $A+$ ) we get sequents of the form:
(15) $b \Vdash \Gamma_{2}$, begin $x:=1 ; y:=2$ and $\left(u:=0\left(p:=\operatorname{TRUE}\left(s l(u=x), \Gamma_{3}\right.\right.\right.$.

Repeating this process and using in turn two rules of inference $(s+),\left(r_{=}+\right)$we get at last some sequents of the form:
o $\|$ TRUE, $r_{4}$, which are axioms.
Case (14.2). Using some niles of inference to the generalized formulas from $\Gamma^{\prime}$ we get at last some sequents of the form $b \| \Gamma_{5}$, к. By ( $k+$ ) we get
(16) $b \|$ begin $x:=1 ; y:=2 \operatorname{end}(u:=\theta(p:=\operatorname{TRUE}(s 1((f u=x) \wedge((a:=\operatorname{TRUE}) a)) \vee(\neg(u=x) \wedge$ $((a:=F A L S E\} a)))]), \Gamma_{s}$.

Using some rules of inference to the generalized formulas from $\Gamma_{s}$ and at last using $(A+)$ we get the sequent of the form:
(17) $b \|$ begin $x:=1 ; y:=2$ end $\left(u:=0(p:=\operatorname{TRUE}(s 1((u=x) \wedge((a:=\operatorname{TRUE}) a)))), \Gamma_{\sigma}\right.$.

Now we use some rules of inference to the generalized formulas from $\Gamma_{a}$. At last we use ( $C+$ ) getting two sequents of the form:
(17.1) $b \|$ begin $x:=1 ; y:=2$ end $(u:=0(p:=\operatorname{TRUE}(s l(u=x)))) \Gamma_{7}$,
(17.2) $b \|$ begin $x:=1 ; y:=2$ end $\left(u:=0\left(p:=T R U E(s 1((a:=T R U E) a)), r_{7}\right.\right.$.

Case (17.1). Repeating this process and at last using in turn $(s+),\left(r_{a}+\right)$ and $\left(r_{1}+\right)$ we get some sequents of the form $b \| T R U E, \Gamma_{8}$ which are axioms.
Case (17.2). Repeating this process and using at last ( $s+$ ) we get some sequents of the form $b \|$ TRUE, $F_{7}$ which are axioms.
Case (13.2). We shatl only show how to use the rule for a special generalized formula of the sequent because the other nules are not essential. Therefore this special generalized formula will be still written on the right side of the considered sequent. By ( $C+$ ) we get two sequeets:
(13.2.1) $b \mid f \Gamma_{9}$, begin $x:=1 ; y:=2$ end ( $\left.u:=0(p:=\operatorname{TRUE}(s) p)\right)$ ).
(13.2.2) $b \mid-\Gamma_{9}$, begin $x:=1 ; y:=2$ end $(a:=0(p:=\operatorname{TRUE}(s)(\alpha \wedge$ if $u=x$ then $a:=$ TRUE else $\alpha:=F A L S E ; a) 7$ ).

It is easily seen that case (13.2.1) is analogous to the case (13.1.1) and the case (13.2.2) is analogous to the case (13.1.2).

We have proved (iv) for $A_{3}=\{s \in S e q \cdot: b \in$ righ $4(s)\}$ and $X_{3}$ containing the classical formula b.

The above examples show that the constructed algorithm computes even such generalized formulas for which the standard computation is helpless, since as it was mentioned in the introduction, it is impossible to compile the program $K_{s}$ defining the function $h(x, y)$ in the case $x=1$ and $y=2$. The retrieval system, however is able to find the additional premise $u=2$ of function $h$ to prove the formula $h(1,2)=u$.

### 5.5 The data structures and implementation of a retrieval system

The system is based on Gentzen's axiomatization of algorithmic logic G. Mirkowska [58]. The implementation needs some structures. Objects of the type TNODE of the form:

| KIND | DENT |
| :--- | :---: |
| LEFT | RIGHT |

where types KIND and IDENT are INTEGER and types LEFT and RIGHT are TNODE represent generalized formulas, generalized terms and programs. We present some representations:


IF $\alpha$ THEN $K$ ELSE $M \beta->\left\lvert\,$\begin{tabular}{|l|l|}
\hline IF \& <br>
\hline$\alpha$ \& <br>
\hline

$\rightarrow$

\hline THEN \& <br>
\hline$K$ \& <br>
\hline

$\rightarrow$

\hline$E L S E$ \& <br>
\hline$M$ \& $\beta$ <br>
\hline
\end{tabular}\right.



WHILE $\alpha$ DO $K \beta \ldots>$| WHLE |  |  |
| :---: | :---: | :---: |
| $ם$ | DO |  |
| $K$ | $\beta$ |  |



The object of the type FORMULA is of the form:

| PLEAF |
| :---: |
| LLEAF |
| NEXT |

where PLEAF and LLEAF are of the type TNODE and where NEXT is of the type FORMULA. The list of objects of the type FORMULA represents the sequent $X \Vdash Y$. Let POINTER be an object of the form:

| SEQUENT |
| :---: |
| DOWN |

where SEQUENT is of the type FORMULA and DOWN is of the type POINTER. Let HEAD be of the type POINTER. We can represent the list of the sequent $X_{1} \Vdash Y_{1}, \ldots, X_{k} \Vdash Y_{k}$ where $X_{i} \|-Y_{t}=\left\{\alpha_{1}^{l}, \ldots, \alpha_{n_{l}}^{l}\right\} \Vdash\left\{\beta_{1}^{t}, \ldots, \beta_{m_{l}}^{t}\right\}$ for $l \leq l \leq k$ in the following way:


We use the rule only for the last non-empty PLEAF or LLEAF in the considered sequent. It can be seen that ( $\mathrm{A}+$ ) adds a new FORMULA and ( $\mathrm{C}+$ ) generates a new POINTER and a new SEQUENT. Using ( $C+$ ) to the last non-empty PLEAF in the sequent $X \Vdash Y$, we copy $X \Vdash Y$ and we put a new HEAD1 such that HEAD1. SEQUENT points to the copy of $X I Y$. Next we pull $\alpha$ from the last non-empty PLEAF in the sequent $X \Vdash Y$. Thus
we change TNODE $\alpha \wedge \beta$ into $\alpha$. Then HEAD1.DOWN:=HEAD.DOWN; HEAD.DOWN: = HEAD1. Moreover we pull $\beta$ from the last non-empty PLEAF, which lies in the line pointed by HEAD1.SEQUENT. Next we change TNODE $\alpha \wedge \beta$ into $\beta$. During the proof we use a lot of options to reduce the complexity of the tree.

In the end we shall provide a sketch of implementation of the retrieval system i.e. we shall present the main procedure PROVE showing only the area of activity of major procedures and functions.

UNIT PROVE : PROCEDURE (M : POINTER);
<Declaration of constants, variables and objects>
BEGIN
Read a formula from a file and construct a sequent pointed by $M$;
Read a definition of function or relation and construct a sequent pointed by M1;
Replace a function in a sequent by its definition and move a program outside the equality predicate or replace a relation in a sequent by its definition;
While possible, use some basic procedures to the last generalized formula from the right side of M.SEQUENT:

- compute arithmetic expressions /use ( $r_{-}+$)/ e.g. $1+2->3$,
- compute special arithmetic expressions e.g. $0 \cdot f(x)->0, x^{0}->1$,
- convert classical terms $t_{1} \neq t_{2}$ in a model of arithmeric into logical FALSE /use ( $r_{\mathrm{a}}$ )/,
- convert classical terms, which are equal in the above-mentioned model into logical TRUE luse ( $r_{1}+$ ) $)$
- simplify logical expressions e.g. TRUE $\wedge \alpha->\infty$

Remove a sequent including FALSE on left side or TRUE on right side;
While a tree $M$ of sequents is not empty, execute the proof:

- while the considered sequent pointed by $M$ contains programs, connectives, functions or predicates defined in M1, continue the proof and look for the set of axioms:
- ir in a considered sequeat its antecedent exists then search for a connective or a program in the last formula from right side of M.SEQUENT.
- If a connective or a program was found, use a proper rule from $(R+$ ) or $(+R)$, else either if it is possible make substitutions and move the last formula from the antecedent to the beginning of a sequent, or look for the first formula from the antecedent not belonging to At and move all others formulas on the right of it to the beginning of this sequent,
- do some ordering procedure simplifying the sequent i.e. remove empty tnodes, search axioms and when found, erase the sequent,
- repeat the above-meationed two procedures for the premises of the sequent;
- search for a special axioms which enable us to finish the proof and update the list of them, - continue the proof for the next sequeat after removing the proved sequent.

END. $\{$ PROVE $\}$

### 5.6 Results of experiments

Now we discuss some experimental results. In our experiments we use IBM PC/AT with fiequency of 50 MHz . Let us consider the following theories:
AR - arithmetic,
AL - algorithmic logic,

ST - set theory,
LT - lattice; $\mathbf{A}_{\text {Lr }}$ - axioms of the theory of lattice,
BA - boolean algebra; $\mathrm{A}_{\mathrm{BA}}$ - axioms of the theory of boolean algebra,
G - geometry,
CQ - calculus of quantifiers
PL - propositional logic.
For further considerations let us define the following program:
$\mathrm{K}_{6}$ - if $x=1$ then $q 1:=$ FALSE else $q 1:=T R U E$;
Now we define some sets of axioms:
$A_{1}$ :
a1 $-\forall_{x} \forall_{y}(P(x, y) \rightarrow Q(x, y))$
$\mathrm{a} 2-\forall_{x} \forall_{y}(Q(x, y) \rightarrow R(x, y))$
$23-\forall_{x} \forall_{y}(R(x, y) \equiv(S(x, y) \vee T(x, y))$.
$24-\forall_{x}(U(x) \rightarrow W(x))$
as $-\forall_{x} \forall_{r}(W(x)=\neg(P(y, x) \wedge S(x, y)))$
where
$P(x, y)$ - means that $x \subseteq y$
$Q(x, y)$ - means that $x \in y$ or $x=y$,
$R(x, y)$ - means that the power of the se! $x$ is less than the power of the set $y$ or these sets are equipollent,
$S(x, y)$ - means that $x$ and $y$ are equipollens,
$T(x, y)$ - means that the power of the set $x$ is less than the power of the set $y$,
$U(x)$ - means that the set $x$ is fimite,
$W(x)$ - means that $x$ is Dedekind linite set;
$A_{2}$ :
bl $-\forall_{x} \forall, \forall_{v} \forall_{n}\left(T(x, y, u, v) \rightarrow P\left(x, y_{1}, u, v\right)\right)$
b2 $-\forall_{x} \forall_{2} \forall_{u} \forall_{v}(P(x, y, u, v) \rightarrow E(x, y, u, u, u, y))$
b3 - T $(a, b, c, d)$
where
$T(x, y, u, y)$ - means that xyuv is a trapexium,
$P(x, y, u, y)$ - means that the segment $x y$ is parallel to $\mu 0$,
$E(x, y, z, u, v, w)$ - means that the angles $x y z$ and uvw are equal.
IN
$T_{1}-\forall_{x}\left(\forall_{y}(y<x \rightarrow P(y)) \rightarrow P(x)\right) \rightarrow \forall_{x} P(x)$
$T_{2}-\forall_{x} \forall_{y}\left(x+y=y^{\prime}+x\right)$
$T_{3}-\forall_{x}\left(x+c_{1}=x\right)$
$T_{4}-\forall_{x}\left(\left(x \neq c_{1} \wedge x \neq c_{2}\right) \rightarrow c_{2}<x\right)$
$T_{5}-\forall_{x} \forall,\left((x<y) \equiv 3 z\left(z \neq c_{1} \wedge x+z=y\right)\right)$
$T_{6}-c_{1} \neq c_{2}$
The constants $c_{1}$ and $c_{2}$ can be interpreted as 0 and 1 . This example shows as well that we can use another definition of the mathematical induction.
G.:
$G_{1}-\forall_{X} \forall_{y} \forall_{X}, \forall_{Y}, \forall_{\mathrm{Q}}\left(P_{1}\left(X, Y, X^{\prime}, Y^{\prime}, \alpha\right) \rightarrow \exists_{c_{1}} P_{2}\left(X, Y^{\prime}, X^{\prime}, Y, C_{1}\right)\right)$
$G_{2}-\forall_{X} \forall_{Y} \forall_{X}, \forall_{r} \forall_{d} \forall_{C_{1}} \forall_{C_{2}}\left(\left(P_{1}\left(X, Y, X^{\prime}, Y_{,}, z\right) \wedge P_{2}\left(X, Y, X^{\prime}, Y, C_{1}\right) \wedge P_{3}\left(C_{2}, C_{2}\right)\right) \rightarrow P_{4}\left(C_{2}, \alpha\right)\right)$
$G_{3}-\forall_{V} \exists_{x} \exists_{Y} \exists_{X} \cdot \exists_{r}, P_{1}\left(X, Y, X^{\prime}, Y^{\prime}, \alpha\right)$
$G_{4}-\forall_{C_{1}} 3_{C_{2}} P_{3}\left(C_{1}, C 2\right)$
Moreover the expression $P_{1}\left(X, Y, X^{\prime}, Y^{\prime}, ~\right.$ a $)$ means intuitively that two points $\mathrm{X}, \mathrm{Y}$ lie on the lirst arm of the angle and two points $X, Y$ ' lie on the second arm of this angle and the pairs of segments $\mathrm{OX}, \mathrm{OX}, \mathrm{XY}, \mathrm{XY}$ osculate respectively.

The expression $p_{2}\left(X, Y^{\prime}, X^{\prime}, Y, C_{1}\right)$ means that the point $C_{1}$ lies on two lines $X Y^{\prime}$ and $X^{\prime} Y$. The expression $P_{3}\left(C_{1}, C_{2}\right)$ means that $C_{2}$ is the line $O C_{1}$. The expression $P_{4}\left(C_{2}, \alpha\right)$ mears that the line $C_{2}$ is a bisectrix of the angle $\alpha$.

If X is a set of axioms then by $\Pi X$ we mean the conjunction of all these axioms. By L we denote the number of used axioms in the considered theory. T denotes the duration of the proof of theorem or the duration of the verification of an expression. We recall that theorems of PL,CQ,AL can be proved without axioms because retrieval system has all necessary rules of inference. By DEF we denote the definition of a function or a relation defined by program (see (FP))

If during the proof of an expression, which should be written in the set DAT, we need a special axiom, then in the column RESULT the premise will be written to inform us about the elements of $\mathscr{\infty}$.

Table
The table of some experimental resules of RS-algorithm

| TH | DEF | DAT | L | RESULT | $\begin{gathered} \text { TlME } \\ \text { PC } 486 \\ 50 \mathrm{MHz} \end{gathered}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | [m] | ['s] |
| AL | $\begin{gathered} f(n)= \\ K_{1} z \end{gathered}$ | $f(2)=u$ |  | $\mathscr{A}: u=2$ |  | 0.33 |
|  |  | $f(3)=u$ |  | St:u-6 |  | 0.45 |
|  |  | $\begin{gathered} f(0)=1 \wedge \\ \left(\forall_{x}(\neg(x=0) \rightarrow(f(x)=x * f(x-1) \rightarrow\right. \\ f(x+1)=(x+1) * f(x)))) \end{gathered}$ |  | THEOREM |  | 0.07 |
|  | $\begin{gathered} k(x, y)= \\ K_{3}(z) \end{gathered}$ | $k(x, 1)=x+1$ |  | THEOREM |  | 0.30 |
|  |  | $k(x, 2)=u$ |  | $A: u=x+2$ |  | 0.32 |
|  | $\begin{gathered} g(x)= \\ K_{4}(z) \end{gathered}$ | $g\left(x^{4}\right)=u$ |  | $A: 4=x^{4}$ |  | 0.03 |
|  | $\begin{gathered} \rho(x, y) \equiv \\ K_{2} a \end{gathered}$ | $\rho(\mathbf{1}, \mathbf{2}) \equiv b$ |  | $\begin{gathered} : b \\ \text { means } \\ b \equiv T R U E \end{gathered}$ |  | 2.27 |
|  | $\begin{gathered} \rho^{\prime}(x) \equiv \\ K_{6}(q 1) \end{gathered}$ | $\rho^{\prime}(1) \equiv b$ |  | $\begin{gathered} \mathscr{A}: \cdots b \\ \text { means } \\ b \equiv F A L S E \end{gathered}$ |  | 0.30 |
| ST |  | $\begin{gathered} \prod A 1 \rightarrow \\ \forall_{x} \forall_{y}((U(x) \wedge P(y, x)) \rightarrow T(y, x)) \end{gathered}$ | 5 | THEOREM |  | 0.88 |
| LT |  | $\begin{gathered} \prod \mathbf{A}_{L r} \rightarrow \forall_{x}\left(\left(V_{x} x \cup\right.\right. \\ \left.y=y \rightarrow x=0) \wedge\left(\forall_{y} x \cap y=y \rightarrow x=1\right)\right) \end{gathered}$ | 15 | THEOREM |  | 2.56 |
| BA |  | $\Pi A_{\text {BA }} \rightarrow((X \cup Y) \backslash Z=(X \backslash Z) \cup(Y \backslash Z))$ | 18 | THEOREM |  | 28 |
|  |  | $\begin{gathered} \prod_{\mathrm{BA}} \rightarrow \forall_{X} \forall_{Y}(X \subset Y \rightarrow \\ \left.\forall_{Z}((Z \backslash Y) \subset(Z \backslash X])\right) \end{gathered}$ | 18 | THEOREM |  | 0.07 |
|  |  | $\begin{gathered} \prod A_{\mathrm{ZA}} \rightarrow \forall_{X} \forall_{\mathrm{r}}((X \subset Y) \equiv \\ \forall_{\mathrm{Z}}((Y \subset Z) \rightarrow((Z \backslash X) \cap(Z \backslash Y)=Z \backslash Y)) \end{gathered}$ | 18 | THEOREM |  | 0.39 |

Cont. Tab. 1

| G |  | $\prod A 2 \rightarrow E(a, b, d, c, d, b)$ | 3 | THEOREM | 0.18 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| AR |  | $\begin{gathered} \prod \mathbb{I N} \rightarrow\left(\left(P(0) \wedge \forall_{x}(P(x) \rightarrow\right.\right. \\ P(x+1)) \rightarrow \forall_{x} P(x) \end{gathered}$ |  | THEOREM | 2.10 |
| CQ |  | $V_{x} V_{y} P(x, y) \equiv V_{y} V_{x} P(x, y)$ |  | THEOREM | 0.12 |
|  |  | $\begin{aligned} & \exists_{x}\left(\exists_{y} P(a, y, x) \wedge \exists_{x} P(b, z, x)\right) \vee \\ & \left(\exists_{y} \neg P(y, y, c) \wedge \exists_{s} \neg P(2, b, d)\right) \end{aligned}$ |  | THEOREM | 0.16 |
|  |  | $\begin{aligned} & \forall_{x}\left(\left(p_{1}(x) \rightarrow \exists_{x_{1}} p_{2}\left(x_{1}\right)\right)\right. \\ & \equiv 3_{x_{2}}\left(p_{1}(x) \rightarrow p_{2}\left(x_{2}\right)\right) \end{aligned}$ |  | THEOREM | 0.06 |
| CQ |  | $((x=y) \wedge(u=z) \wedge P(x, u)) \rightarrow P(y, z)$ |  | THEOREM | 0.06 |
|  |  | $\left(P(x) \rightarrow V_{x} Q(x)\right) \equiv \nabla_{y}(P(x) \rightarrow Q(y))$ |  | IHEOREM | 0.10 |
|  |  | $\neg\left(\exists_{x} P(x) \vee \exists_{y} Q(y)\right) \vee \exists_{z}(P(z) \vee Q(v))$ |  | IS NOT A THEOREM | 0.03 |
|  | $\begin{aligned} & P(x) \equiv \\ & \neg P(x) \end{aligned}$ | $P(i d)=b$ |  | DEFINITION <br> INCORRECT | 0.02 |
| $P \mathrm{C}$ |  | $(P \rightarrow(Q \rightarrow S)) \rightarrow((P \rightarrow Q) \rightarrow(P \rightarrow S))$ |  | THEOREM | 0.01 |

## Chapter 6

## Theorem proving by decomposition

### 6.1 Axiomatization and decomposition

Let us consider the language $\mathscr{L}^{\prime \prime \prime}=\left\langle L, T_{o}, T, F_{o z} F^{\prime}, S_{o}, S, F_{\forall}^{\prime}\right\rangle$ where $F_{\forall}^{\prime}$ is defined as $F_{v}$ and additionally it is based on the language with generalized terms T .

Definition 22. Let $M$ be a program. We say that
(i) the program $M$ is correctly constructed if it is not a composition,
(ii) the program $M$ is of normal form iff one of the following conditions holds:
(a) $M$ is correctly constructed,
(b) $M=\left[M_{1}, \ldots, M_{n}\right]$ for some correctly constructed programs $M_{1}, \ldots, M_{n}$ and for $n \geq 2$,
(iii) the program $M$ is a normal assignment iff $M$ is an assignment instruction or $M=\left[M_{1}, \ldots, M_{n}\right]$ where $M_{1}, \ldots, M_{n}$ are assignment instructions and $n \geq 2$.
A normal assignment will be denoted by $\Sigma$.
Definition 23. Let $\theta$ be a generalized term or a generalized formula and let $\sigma, \sigma_{1}, \ldots, \sigma_{n}$ be assignment instructions, $n \in N$. We define the execution of $\overrightarrow{\Sigma \theta}$ as follows:
(i) if $\Sigma=\sigma$ then $\overline{\Sigma \theta}$ is the result of execution of substitution $\sigma$ for the expression $\theta$.
(ii) if $\Sigma=\left[\sigma_{1}, \ldots, \sigma_{n}\right]$ then $\overline{\Sigma \theta}:=\overline{\left[\sigma_{1}, \ldots, \sigma_{n-1}\right] \overline{\sigma_{n} \theta}}$.

Definition 24. Let $K, L, M, P$ be the programs. We denote by symbols $v$, * the operations defined as follows:
(i) $v^{P}:=P$ when $P$ is correctly constructed, $\nu[P, K]:=[P, v K]$ when $P$ is correctly constructed, $\nu[[K, L], M]:=\nu[K, v[L, M]]$.
(ii) $S^{*} K:=[S, K]$ when $S$ is correctiy constructed, $[K, L]^{-} M:=[K, L \cdot M]$.

Let $\mathscr{M}$ be a model, $v$-- a valuation, $K, L, M$-- programs, $\Sigma$-- a normal assignment, $\delta, \delta_{1}$ - classical formulas /i.e. formulas without programs and quantifiers/ and let $\sigma$ be an assignment instruction.

## Axioms of decomposition

If $U, V\}$ are programs, then we put

$$
? \delta(U ; \eta)=\left\{\begin{array}{l}
U \text { when } \delta_{\mathscr{R}}(v)=\bigvee_{0} \\
V \text { when } \delta_{\mathscr{R}}(v)=\bigwedge_{0}
\end{array}\right.
$$

We denote by symbol $<$ the relation defined as follows:
A1 $[\Sigma,[\sigma, K]]<\left[\Sigma^{*} \sigma, K\right]$,
$[\Sigma, \sigma] \prec \Sigma \Sigma^{*} \sigma$,
$\mathbf{\Lambda 2}[\boldsymbol{\Sigma},[K, L]]<\left[\Sigma,(\nu K)^{*} L\right]$ if $K$ is not correctly constructed,
A3 $[\Sigma,[\vee[\delta K L], M]]<? \Sigma \delta\left(\left[\Sigma,(\nu K)^{*} M\right] ;\left[\Sigma,(v L)^{*} M\right]\right)$,
$[\Sigma, \vee[\delta K L]]<? \Sigma \delta([\Sigma, v K] ;[\Sigma, v L])$,
A4 $[\Sigma,[*[\delta K], M]]<? \bar{\Sigma} \delta([\Sigma,(v[K, *[\delta K]]) \cdot M] ;[\Sigma, M])$,
$[\Sigma, *[\delta K]]<? \Sigma \delta([\Sigma, v[K, *[\delta K]]] ; \Sigma)$,

$$
R_{\text {trans }}: \frac{K<L, L<M}{K<M}
$$

We can see that these axioms give us the rules of decomposition. Operations $v$ and * defined in Definition 24 prepare the program for decomposition in the case when the program is of the form [ $K, M$ ] and $K$ is not a normal assignment. To explain Definition 24 and the idea of axioms of decomposition let us consider the following example $\left[\left[s_{1}, s_{2}\right],\left[s_{3}, s_{4}\right]\right]$ where $s_{1}, \ldots, s_{4}$ are assignment instructions.
$\left[\left[s_{1}, s_{2}\right],\left[s_{3}, s_{4}\right]\right]<\left[\left[s_{1}, s_{2}\right]^{*} s_{3}, s_{4}\right]$ by A1.
$\left[\left[s_{1}, s_{2}\right]^{*} s_{3}, s_{4}\right]=\left[\left[s_{1}, s_{2}^{s} s_{3}\right], s_{4}\right]$ by Definition 24 (ii).
$\left[\left[s_{1}, s_{2}^{*} s_{3}\right], s_{4}\right]=\left[\left[s_{1},\left[s_{2}, s_{3}\right]\right], s_{4}\right]$ by Definition 24 (ii).
$\left[\left[s_{1},\left[s_{2}, s_{3}\right]\right], s_{4}\right]<\left[s_{1},\left[s_{2}, s_{3}\right]\right]^{*} s_{4}$ by Al.

```
\(\left[s_{1},\left[s_{2}, s_{3}\right]\right]^{*} s_{4}=\left[s_{1},\left[s_{2}, s_{3}\right] s_{4}\right]=\left[s_{1},\left[s_{2}, s_{3}^{*} s_{4}\right]\right]=\left[s_{1},\left[s_{2},\left[s_{3}, s_{4}\right]\right]\right]=\)
```

[ $\left.s_{1}, s_{2}, s_{3}, s_{4}\right]$ by Definition 24 (ii).

The expression $\left[\left[s_{1}, s_{2}\right],\left[s_{3}, s_{4}\right]\right]$ is not an assignment instruction but using the operations $v$ and ${ }^{*}$ we get a normal assignment of the form [ $s_{1}, s_{2}$, $\left.s_{3}, s_{4}\right]$.

Lemma 9. For any programs $K, L, M$ and for every normal assignment $\Sigma=\left[\sigma_{1}, \ldots \sigma_{n}\right]$ the following conditions hold:
(i) $\nu \nu K=\nu K$,
(ii) $\operatorname{len}(\nu K)=\operatorname{len}(K)$,
(iii) $(v K)_{g}(v)=K_{g}(v)$ for every valuation $v$ and for every realization $\mathscr{R}$ in a non-empty set $U$ and in the boolean algebra $\mathscr{P}_{{ }_{a}}$,
(iv) for every assignment $\sigma$ the program $\Sigma^{*} \sigma$ is a normal assignment of the form $\left[\sigma_{1}, \ldots, \sigma_{n}, \sigma\right]$,
(v) $v((v K) * L)=v[K, L]$,
(vi) $(v K)^{*}\left((v L)^{*} M\right)=(v[K, L])^{*} M$.

Definition 25. The length of the decomposition of the expression of the form $[\mathrm{K}, \mathrm{L}]$ is equal to:
1 - if there do not exist programs $K^{\prime}, L$ such that $[K, L] \prec\left[K^{\prime}, L\right]$
$\mathrm{n}+1$ - if there exist programs $K^{\prime}$, $L$ such that the length of $\left[K^{\prime}, L^{\prime}\right]$ equals $n$ and $[K, L] \prec\left[K^{\prime}, L\right]$ is of the form of one of the axioms AI-A4.
It is easy to prove the following theorem:
Theorem 10. If $W_{1} \prec W_{2}$ then $\left(W_{1}\right)_{\mathscr{F}}=\left(W_{2}\right)_{F}$.
Lemma 10. Let $\Sigma, \Sigma_{1}$ be the normal assignments and let $K, L$ be the programs. If $[\Sigma, K] \prec \Sigma_{1}$ then $\left[\Sigma,(\nu K)^{*} L\right] \prec\left[\Sigma_{1}, L\right]$.

Proof. (Induction on the length of the decomposition of the expression $[\Sigma, K]$ ). If the length of the decomposition of the expression $[\Sigma, K]$ is equal to 2 then $A_{1}$ was used. Because $\Sigma_{1}$ is a normal assignment, then $[\Sigma, K] \prec \Sigma_{1}$ is of the form $[\Sigma, \sigma]<\Sigma^{\bullet} \sigma$. Hence $K=\sigma, \Sigma_{1}=\Sigma^{*} \sigma$, thus $\left[\Sigma,(\nu K)^{*} L\right]=[\Sigma,[\sigma, L]]$ and $[\Sigma,[\sigma, L]] \prec\left[\Sigma^{*} \sigma, L\right]$ and $\left[\Sigma^{*} \sigma, L\right]=\left[\Sigma_{1}, L\right]$, which ends the proof of the first step of the induction.

Now we consider all cases of decomposition of $[\Sigma, K]$ by the relation $<$. Let us assume inductively that for any $K^{\prime}$, any normal assignment $\Sigma^{\prime}$ for which $\left[\Sigma^{\prime}, K^{\prime}\right]<\Sigma_{1}$ and the length of the decomposition of the expression $\left[\Sigma^{\prime}, K^{\prime}\right]$ is less than $[\Sigma, K]$, we have $\left[\Sigma^{\prime},\left(\nu K^{\prime}\right)^{\star} L\right] \prec\left[\Sigma_{1}, L\right]$.

If A1 of the form $\left[\Sigma^{\prime},\left[\sigma, K^{\prime}\right]\right] \prec\left[\Sigma^{\prime *} \sigma, K^{\prime}\right]$ is used then $K=\left[\sigma, K^{\prime}\right]$, $\Sigma=\Sigma^{\prime}$. Since by Definition 24 , we have $\left[\Sigma,(\nu K)^{\bullet} L\right]=\left[\Sigma,\left[\sigma,\left(v K^{\prime}\right)^{*} L\right]\right]<\left[\Sigma^{\prime *} \sigma\right.$,
$\left.\left(\nu K^{\prime}\right)^{*} L\right]$. Using the induction assumption we get $\left[\Sigma^{\prime \prime} \sigma,\left(v K^{\prime}\right)^{*} L\right] \prec\left[\Sigma_{1}, L\right]$, thus $\left[\Sigma,(y K)^{*} L\right]<\left[\Sigma_{1}, L\right]$, which ends the proof in this case.

Let $K^{\prime}, L^{\prime}$ be the programs. If $A 2$ of the form $\left[\Sigma^{\prime},\left[K^{\prime}, L^{\prime}\right]\right] \prec\left[\Sigma^{\prime},\left(\nu K^{\prime}\right)^{\prime} L^{\prime}\right]$ is used then $K=\left[K^{\prime}, L^{\prime}\right], \Sigma=\Sigma^{\prime}$. In an analogous way we get $\left[\Sigma,\left(v\left(\left(v K^{\prime}\right)^{*} L^{\prime}\right)\right)^{*} L\right]$ $<\left[\Sigma_{1}, L\right]$ by the induction assumption. Since by Lemma 9 (v) $v\left(\left(v K^{\prime}\right)^{\circ} L^{\prime}\right)=$ $\nu\left[K^{\prime}, L^{\prime}\right]$ and $\left[\Sigma,\left(v\left[K^{\prime}, L^{\prime}\right]\right)^{-} L\right]<\left[\Sigma_{1}, L\right]$, we have $\left[\Sigma,(\nu K)^{*} L\right]<\left[\Sigma_{1}, L\right]$, which ends the proof in this case. Let $K^{\prime}, L^{\prime}, M^{\prime}$ be the programs. If A3 of the form $\left[\Sigma,\left[火\left[\delta K^{\prime} L\right], M^{\prime}\right]\right]<? \overline{\Sigma \delta}\left(\left[\Sigma,\left(\nu K^{\prime}\right)^{*} M^{\prime}\right] ;\left[\Sigma,\left(\nu L^{\prime}\right)^{*} M^{\prime}\right]\right)$ was used and since ? ${ }^{\Sigma} \delta\left(\left[\Sigma,\left(v K^{\prime}\right)^{*} M^{\prime}\right] ;\left[\Sigma,(v L)^{*} M^{\prime}\right]\right) \prec \Sigma_{1}$ then we get $\left[\Sigma,\left(v K^{\prime}\right)^{*} M^{\prime}\right] \prec \Sigma_{1}$, in the case $\mathscr{M} \|-\overline{\Sigma \delta}$ (the other case is similar). Thus by the induction assumption we get $\left[\Sigma,\left(v\left(\left(\nu K^{\prime}\right)^{*} M^{\prime}\right)\right) * L\right]<\left[\Sigma_{1}, L\right]$. Since by Lemma $9(v i)\left(v\left(\left(v K^{\prime}\right)^{*} M^{\prime}\right)\right)^{*} L=$ $\left(\nu\left[K^{\prime}, M^{\prime}\right]\right)^{\bullet} L=\left(\nu K^{\prime}\right)^{\prime}\left(\left(\nu M^{\prime}\right)^{*} L\right)$ and $\left[\Sigma,\left(\nu K^{\prime}\right)^{*}\left(\nu M^{\prime}\right)^{\bullet} L\right]<\left[\Sigma_{1}, L\right]$, we get $[\Sigma$, $\left.\left(v\left[\vee\left[\delta K^{\prime}, L^{\prime}\right], M^{\prime}\right]\right)^{\circ} L\right] \prec\left[\Sigma,\left[\nless\left[\delta K^{\prime}, L\right],\left(v M^{\prime}\right)^{\circ} L\right]\right]$ and $\left[\Sigma,\left[. \underline{L}\left[\delta K^{\prime \prime}, L^{\prime}\right]\right.\right.$, $\left.\left.\left(\nu M^{\prime}\right)^{\circ} L\right]\right]<? \overline{\Sigma \delta}\left(\left[\Sigma,\left(\nu K^{\prime}\right)^{*}\left(\left(\nu M^{\prime}\right)^{-L}\right)\right] ;\left[\Sigma,(\nu L)^{*}\left(\left(\nu M^{\prime}\right)^{*} I\right)\right]\right)$ and moreover $? \overline{\Sigma \delta}$ $\left(\left[\Sigma,\left(v K^{\prime}\right)^{\prime}\left(\left(v M^{\prime}\right)^{*} L\right)\right] ; \quad\left[\Sigma,\left[\left(\nu L^{\prime}\right)^{*}\left(\left(v M^{\prime}\right)^{*} L\right]\right)=\left[\Sigma,\left(v K^{\prime}\right)^{*}\left(\left(v M^{\prime}\right) \cdot L\right] \quad\right.\right.\right.$ and $\quad[\Sigma$, $\left.\left(\nu K^{\prime}\right)^{\cdot}\left(\left(\nu M^{\prime}\right)^{\bullet} L\right)\right]<\left[\Sigma_{1}, L\right]-R_{\text {trans }}$ enables us to finish this case of the proof.

The proof in the case when A 3 is of the form $\left[\Sigma, \not x\left[\delta K^{\prime}, L\right]\right] \prec ? \bar{\Sigma} \delta([\Sigma$, $\left.\nu K^{\prime}\right]$; [ $\left.\Sigma, v L^{\prime}\right]$ ) is similar.

Let A4 be of the form $\left[\Sigma,\left[*\left[\delta K^{\prime}\right], M^{\prime}\right]\right]<\overline{\Sigma \delta}\left(\left[\Sigma,\left(\nu\left[K^{\prime}, *\left[\delta K^{\prime}\right]\right]\right)^{\circ} M^{\prime}\right] ;\right.$ $[\Sigma, M]$ ) and let $\mathscr{M} \mid=\neg ? \Sigma \delta$. Then $[\Sigma, M]<\Sigma_{1}$ and by the induction assumption we get $\left[\Sigma,\left(v M^{\prime}\right)^{*} L\right]<\left[\Sigma_{1}, L\right]$. Thus $\left.\left[\Sigma,\left(\nu\left[*\left[\delta K^{\prime}\right], M^{\prime}\right]\right)\right]^{*}\right]<[\Sigma$, $\left.\left[*\left[\delta, K^{\prime}\right],\left(\nu M^{\prime}\right)^{*} L\right]\right]$ and $\quad\left[\Sigma,\left[*\left[\delta K^{\prime}\right],\left(\nu M^{\prime}\right)^{*} L\right]\right]<? \Sigma \delta\left(\left[\Sigma,\left(v\left[K^{\prime}, *\left[\delta K^{\prime}\right]\right]\right)^{*}\right.\right.$ $\left.\left.\left(\left(\nu M^{\prime}\right)^{*} L\right)\right] ;\left[\Sigma,\left(\nu M^{\prime}\right)^{*} L\right]\right)$ and $? \bar{\Sigma} \delta\left(\left[\Sigma,\left(\nu\left[K^{\prime}, *\left[\delta K^{\prime}\right]\right]\right)^{*}\left(\left(\nu M^{\prime}\right)^{*} L\right)\right] ;\left[\Sigma,\left(\nu M^{\prime}\right)^{*} L\right]\right)=$ $\left[\Sigma,\left(\nu M^{\prime}\right)^{\cdot} L\right]$ and finally $\left[\Sigma,\left(\nu M^{\prime}\right)^{*} L\right]<\left[\Sigma_{1}, L\right]$.

Let now $\mathscr{M} \mid=\Sigma \delta$. Then $\left[\Sigma,\left(v\left[K^{\prime}, *\left[\delta K^{\prime}\right]\right]\right)^{\prime} M^{\prime}\right]<\Sigma_{2}$. By the induction assumption of the form $\left[\Sigma,\left(v\left(\left(v\left[K^{\prime}, *\left[\delta, K^{\prime}\right]\right]\right)^{*} M^{\prime}\right)\right)^{*} L\right]<\left[\Sigma_{1}, L\right]$ and since $v\left(\left(v\left[K^{\prime}, *\left[\delta K^{\prime}\right]\right]\right)^{*} M^{\prime}\right)=\left(v\left[K^{\prime}, *\left[\delta K^{\prime}\right]\right]\right)^{*}\left(\nu M^{\prime}\right)$ we get $\left[\Sigma,\left(v\left[*\left[\delta K^{\prime}\right], M^{\prime}\right]\right)^{*} L\right]$ $<\left[\Sigma,\left[*\left[\delta K^{\prime}\right],\left(v M^{\prime}\right)^{*} L\right]\right]$ and $\left[\Sigma,\left[*\left[\delta K^{\prime}\right],\left(\nu M^{\prime}\right)^{*} L\right]\right]<? \overline{\Sigma \delta}\left(\left[\Sigma,\left(\nu\left[K^{\prime}, *\left[\delta K^{\prime}\right]\right.\right.\right.\right.$ $\left.\left.])^{*}\left(\left(\nu M^{\prime}\right)^{*} L\right]\right) ;\left[\Sigma,\left(\nu M^{\prime}\right)^{*} L\right]\right)$ and $? \Sigma \delta\left(\left[\Sigma,\left(\nu\left[K^{\prime}, *\left[\delta K^{\prime}\right]\right]\right)^{*}\left(\left(\nu M^{\prime}\right)^{*} L\right)\right] ;\left[\Sigma,\left(\nu M^{\prime}\right)^{*} L\right]\right)$ $=\left[\Sigma,\left(\nu\left[K^{\prime}, *\left[\delta K^{\prime}\right]\right]\right)^{*}\left((\nu M)^{*} L\right)\right]$ and finally $\left[\Sigma,\left(\nu\left[K^{\prime}, *\left[\delta K^{\prime}\right]\right)^{*}\left(\left(\nu M^{\prime}\right)^{*} L\right)\right] \prec\right.$ $\left[\Sigma_{1}, L\right]$, which ends the proof in this case.

The proof in the case when A4 is of the form $[\Sigma, *[\delta K]]$ $<? \overline{\Sigma \delta}([\Sigma, v[K, *[\delta K]]] ; \Sigma)$ is similar.

Definition 26. A normal assignment $\Sigma$ is well-formed for the program $K$ iff $\vartheta\left(\overline{s_{i} w_{k}}\right) \cap \vartheta\left(\overline{s_{j} w_{j}}\right)=\emptyset$ for every $s_{i}, s_{j}(i \neq j)$ from $\Sigma$ and for every $w_{k}, w_{l} \in \vartheta(K)$ where for any expression $x, \vartheta(x)$ denotes the set of all individual and propositional variables occurring in $x$.

Definition 27. We shall say that the program $K$ has STOP property in the model $\mathscr{M}$ iff $K_{\mathfrak{g}}(v) \neq$ LOOP for every valuation $v$ in the model $\mathscr{M}$.

By Lemma 10 we can prove the following theorem:
Theorem 11. Let $K$ be a program and $\Sigma$ be a normal assignment well-formed for K. If $[\Sigma, K]$ has STOP property in the model $\mathscr{M}$ then there exists a normal assignment $\Sigma^{K}$ such that $[\Sigma, K] \prec \Sigma^{K}$.

Proof. (The proof is by the induction of the length of $K$ ). The case when $K$ is an assignment instruction is trivial since $[\Sigma, \sigma] \prec \Sigma^{*} \sigma$. Therefore by Lemma 9 (iv) $\Sigma^{K}=\Sigma^{*} \sigma$ is a normal assignment.

Let $K$ be of the form [ $L, M$ ]. Since [ $\Sigma, K$ ] has STOP property in the model $\mathscr{M}$, for every valuation $v$ we get:

$$
\mathrm{LOOP} \neq[\Sigma,[L, M]]_{\mathfrak{R}}(v)=M_{\mathfrak{R}}\left(L_{\mathscr{R}}\left(\Sigma_{\mathfrak{R}}(v)\right)\right)=M_{\mathfrak{R}}\left([\Sigma, L]_{\mathfrak{R}}(v)\right) .
$$

Hence $[\Sigma, L]_{g}(v) \neq$ LOOP for every $v$. Thus $[\Sigma, L]$ has STOP property in the considered structure. Since the length of $[\Sigma, L]$ is less then the length of $[\Sigma, K]$, by the induction assumption there exists a normal assignment $\Sigma^{L}$ such that $[\Sigma, L]<\Sigma^{L}$. By Lemma 10 we get $\left[\Sigma,(v L)^{*} M\right]<\left[\Sigma^{\perp}, M\right]$. By A2 and Theorem 10 [ $\left.\Sigma^{L}, M\right]$ has STOP property in $\mathscr{M}$. Because $\Sigma^{L}$ is well formed for $M$ then there exists $\Sigma^{L M}$ such that [ $\left.\Sigma^{L}, M\right] \prec \Sigma^{L M}$ which ends the proof in this case.

Let $K$ be of the form $\nless[\delta L M]$. By A3 $[\Sigma, \nless[\delta L M]]<? \overline{\Sigma \delta}([\Sigma, v L]$; $[\Sigma, \nu M])$ Let us assume that $\mathscr{H} \vDash \overline{\Sigma \delta}$. Hence $[\Sigma, \underline{x}[\delta L M]]<[\Sigma, v L]$. By Theorem 10 we get that the program $[\Sigma, \nu L]$ has STOP property. Since $\Sigma$ is well formed for $v L$ and by the induction assumption there exists a normal assignment $\Sigma^{\nu L}$ such that the following relation holds $[\Sigma, \underline{v}[\delta L M]]<\Sigma^{\nu L}$. The proof of the case $M=-\overline{\Sigma \delta}$ is similar.

Moreover the proof in cases when $K$ is one of the form $[\mathcal{L}[\delta L M], N]$, $[*[\delta L], M]$ or $*[\delta L]$ is obviously similar.

Corollary 2. By Theorem 11 we get that every program $K$ having the STOP property in a model $\mathscr{H}$ can be decomposed by the decomposition rules to the normal assignment, which we denote by the symbol $K^{A}$.

### 6.2 Decomposing proving system

Let $\mathscr{M}$ be a model of arithmetic. For any $\Gamma, Q, U$ being sets of finite sequences of generalized formulas, $\mathrm{U} \subset A t, \mathrm{U} \neq \emptyset$, s being a normal assignment, $K \in S$, $\delta \in F^{\prime} \backslash \mathrm{At}, \xi \in \mathrm{At}, \alpha, \beta \in F^{\prime}, \mathrm{x} \in \mathrm{V}$ we define the schemes of the rules of inference as follows:
$(\mathrm{P}+) \frac{\Gamma \vdash U, Q, \delta}{\Gamma \vdash Q, \delta, U}$
(-P) $\frac{U, \Gamma, \delta \mid-Q}{\Gamma, \delta, U \mid-Q}$
$(\mathrm{N}+) \frac{s \alpha, \Gamma \vdash Q}{\Gamma \vdash Q, s \neg \alpha}$
(-N) $\frac{\Gamma \mid}{\Gamma, s} \frac{s \alpha, Q}{\neg \alpha \mid Q}$
$(C+) \frac{\Gamma \vdash s \alpha, Q ; \Gamma \vdash s \beta, Q}{\Gamma \vdash Q, s(\alpha \wedge \beta)}$
(-C) $\frac{s \alpha, s \beta, \Gamma \vdash Q}{\Gamma, s(\alpha \wedge \beta)-Q}$
$(\mathrm{A}+) \quad \frac{\Gamma \vdash-s \alpha, s \beta, Q}{\Gamma+Q, s(\alpha \vee \beta)}$
(-A) $\frac{s \alpha, \Gamma \vdash Q ; s \beta, \Gamma \vdash Q}{\Gamma, s(\alpha \vee \beta) \vdash Q}$
$(\mathrm{I}+) \quad \frac{s \alpha, \Gamma \mid-s \beta, Q}{\Gamma \vdash Q, s(\alpha \rightarrow \beta)}$
(-1) $\frac{\Gamma \vdash s \alpha, Q ; s \beta, \Gamma \vdash Q}{\Gamma, s(\alpha \rightarrow \beta)+Q}$
$(\cap+) \frac{\left\{\Gamma \vdash-s K^{i} \alpha, Q: i \in \mathcal{N}\right\}}{\Gamma \vdash Q, s \cap K \alpha}$
$(-\cap) \frac{s \cap K(K \alpha), s \alpha, \Gamma \vdash Q}{\Gamma, s \cap K \alpha \vdash Q}$
$(U+) \frac{\Gamma \vdash s \cup K(K \alpha), s \alpha, Q}{\Gamma \vdash Q, s \cup K \alpha}$
(-U) $\frac{\left\{s K^{i} \alpha, \Gamma \vdash Q: i \in \mathcal{N}\right\}}{\Gamma, s \bigcup K \alpha \mid-Q}$
$(s+) \frac{\Gamma \vdash(\overline{s \xi}), Q}{\Gamma \vdash Q, s \xi}$
( $-s$ ) $\frac{\overline{(s \zeta)}, \Gamma \vdash Q}{\Gamma, s \xi-Q}$
$(k+)_{\mu} \frac{\Gamma \vdash[s K]^{\mu} \alpha, Q}{\Gamma \vdash Q, s K \alpha}$
$(-k)_{. \mu} \frac{[s K]^{\mu} \alpha, \Gamma \vdash Q}{\Gamma, s K \alpha \mid Q}$
$(\forall+) \frac{\Gamma \vdash s((x:=y) \alpha), Q}{\Gamma \vdash Q, s \forall_{x} \alpha}$
where $y$ is the least element of the set $V$ such that $y \notin \vartheta(\{\Gamma, Q, s\})$.
$(-\forall)=U_{t \in T_{0}}(-\forall)_{t}$ where for every $t \in T_{0}$ :
$(-\forall)_{t} \frac{s \forall_{x} \alpha,(y:=t)(s((x:=y) \alpha)), \Gamma \vdash Q}{\Gamma, s \forall_{x} \alpha \mid Q}$ and $y$ is the least element of the set $V \backslash \vartheta(s \alpha)$.

Formulas containing existential quantifiers are transformed in a standard way into equivalent formulas containing universal quantifiers. The rules $(-k)$, , $(k+)_{\mu}$ by Corollary 2 reduce programs to substitutions. Then the rules $(s+)$, $(-s)$ may execute the substitution on atomic formulas.

Let $R_{\text {Seq }}^{\mathcal{M}}$ be the set of all of the above mentioned rules and the rules of decomposition. We divide all the rules into two groups: $(R+)^{\mu}$ and $(-R)^{\mu}$.

It is known by G. Mirkowska [58], [57] and by A. Biela [5] that every generalized formula $\rho\left(\tau_{1}, \ldots, \tau_{n}\right)$ containing programs can be transformed by the function $\chi$ into the formula of the form $K_{k} \ldots K_{m} \rho\left(\tau_{1}^{\prime}, \ldots, \tau_{n}^{\prime}\right)$ where $\rho\left(\tau_{1}^{\prime}, \ldots, \tau_{n}^{\prime}\right)$ does not contain programs. To get a complete characterization it is necessary to add to the previous rules two rules of the form:

$$
(\chi+) \frac{\Gamma \vdash \chi\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right), Q}{\Gamma \vdash Q, \rho\left(\tau_{1}, \ldots, \tau_{n}\right)} \quad(-\chi) \frac{\chi\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right), \Gamma \vdash Q}{\Gamma, \rho\left(\tau_{1}, \ldots, \tau_{n}\right) \vdash Q}
$$

Let $\varphi$ and $\rho$ be the symbols not belonging to the considered language. We assume that the functor $\varphi$ is $m$-ary and the predicate letter $\rho$ is $n$-ary. By $\mathscr{L}^{*}$ we denote the extension obtained by adding the functor $\varphi$ and the predicate $\rho$ to the alphabet.

Let $K, M$ be programs and let $\alpha \in F_{o}$ and $t \in T_{o}$ be such that:

$$
\begin{aligned}
& \vartheta(K \alpha)=\left\{x_{1}, \ldots, x_{n}\right\} \\
& \vartheta(M t)=\left\{y_{1}, \ldots, y_{m}\right\}
\end{aligned}
$$

Now we introduce in the same way as in chapter 4.2 the system of function and procedure defining the notions $\varphi, \rho$ :

$$
(F P) \quad \varphi\left(y_{1}, \ldots, y_{m_{1}}\right)=M t \quad \rho\left(x_{1}, \ldots, x_{n_{1}}\right) \equiv K \alpha
$$

In the considered language $\mathscr{L}^{*}$ the sets At', Seq" and $\left(A x^{=}\right)^{\prime}$ are defined analogously to the sets $A t$, Seq and ( $A x^{=}$). To define the set $R_{S e q^{\prime}}^{\mathcal{K}}$ in $\mathscr{L}^{*}$ analogously to the set $R_{\text {Seq }}^{\mu}$ we change the usage of the rules ( $\mathrm{P}+$ ) and ( -P ). The rules ( $\mathrm{P}^{\prime}+$ ) and ( $-\mathrm{P}^{\prime}$ ) can be used even in the case when the classical formula $\delta \in$ At' and $\delta$ contains $\varphi\left(t_{1}, \ldots, t_{m}\right)$, where $\varphi$ is from (FP). Obviously we get the set $\left(R^{\prime}+\right)^{\mu}$ and $\left(-R^{\prime}\right)^{\mu}$ in the language $\mathscr{L}^{*}$ instead of $(R+)^{\mu}$ and $(-R)^{\mu}$ respectively.

We extend the set of the rules of inference $R_{\text {Seq' }}^{\mathcal{H}}$. We shall consider the following rules:

$$
\left(r_{c v}+\right),\left(r_{c v}^{\prime}+\right),\left(-T_{s v}\right),\left(-r_{c v}^{\prime}\right),\left(r_{1}+\right),\left(-r_{1}\right),\left(r_{a}\right),\left(r_{=}+\right),\left(-r_{=}\right)
$$

These rules and the set $W$ are defined analogously as in Chapter 4.2.
We shall need the rule of the form (B) which is one of the rules ( $\mathrm{B}+$ ), $(-\mathrm{B})$ and for example:

$$
(B+) \frac{\Gamma \vdash s K(\tau=u), Q}{\Gamma \vdash Q,(s K \tau)=u}
$$

where $u$ is not an element of $9(S K)$. This rule is a case of the rule (B) from Chapter 4.2.

Moreover the rules simplifying generalized formulas containing FALSE or TRUE (e.g. FALSE $\vee \alpha$ changes into $\alpha$ ) belong to the set $W$.

By $\mathscr{R}$. we denote the set containing the rules from $W$ and the rules: $(\chi+)$, $(-\chi),\left(r_{c u}+\right),\left(-r_{c u}\right),(B),\left(P^{\prime}+\right),\left(-P^{\prime}\right),\left(r_{c u}^{\prime}+\right),\left(-r_{c u}^{\prime}\right), \mathscr{R}_{4}$ is the union of two sets $\left(\mathscr{R}_{.}+\right)$ and $(-\pi)$.

## $6.3 \mathscr{M}$-diagram

In these considerations the model and the idea of decomposition will be used and the above-mentioned two rules $(k+)_{\mu},(-k)_{\mu}$ will play an important role.

The notion of indencomposability of a sequent in $\mathscr{L}^{\circ}$ is analogous to Definition 18.

Definition 28. Let $\mathscr{M}$ be a model. By $\mathscr{M}$-diagram of a sequent $s \in S e q$ with a special set of axioms $\mathscr{A}_{\mu} \subset S e q$ and the rules $\mathscr{R}$. we shall mean the tree of sequents $\mathcal{E}_{\mathrm{s}}=\langle\mathrm{S},<\rangle$ if and only if it fulfils the following conditions:
(1) The sequent $s$ is a root of $\mathcal{E}_{s}$.
(2) If $s^{\prime} \in S$ and $s^{\prime}$ is indecomposable or $s^{\prime}$ is an axiom or a special axiom then $s^{\prime}$ is a leaf.
(3) If $s^{\prime} \in \mathrm{S}$ is on the $2 n-t h$ level of the tree $\Theta$ and $s^{\prime}$ is a conclusion of a rule from $X$ where $X=\left(\mathscr{R}_{*}+\backslash \backslash\left(r_{c v}+\right),\left(r_{c u}^{\prime}+\right),\left(P^{\prime}+\right)\right\}$ then $r\left(s^{\prime}\right)$ is an element of $X$. It means that the order $<$ has the following property: for every sequent $s$, the expression $\frac{P(s, 5)}{s}$ is one of the rules from $\mathscr{R}_{\text {. We assume that }}$ if $s$ ' is decomposable then we consider the first generalized formula on the right-hand side of the considered sequent $s^{\prime}$ to construct $r\left(s^{\prime}\right)$.

If $s^{\prime}$ is not a conclusion of a rule from $\left(\mathscr{R}_{.}+\right) \backslash\left\{\left(r_{c v}+\right),\left(r_{c u}^{\prime}+\right),\left(P^{\prime}+\right)\right\}$ then:
(i) If left $\left(s^{\prime}\right) \cup \operatorname{right}\left(s^{\prime}\right) \subset A t^{\prime}$ then the following condition holds:
(ii) If $s^{\prime}$ is a conclusion of some rule from $\left\{\left(r_{c v}+\right),\left(r_{c v}^{\prime}+\right),\left(P^{\prime}+\right)\right\}$ then $r\left(s^{\prime}\right)$ is the same element of this set. Otherwise $r\left(s^{\prime}\right) \in\left(-\mathscr{H}_{*}\right)$. However if it is one of the rules $\left(-r_{c v}\right),\left(-r_{c v}^{\prime}\right)$ or $(-P)$ then such $r\left(s^{\prime}\right)$ is used as the last of all of these rules.
(ii) If right $\left(s^{\prime}\right) \cap\left(F_{Y}^{\prime} \backslash A t^{\prime}\right) \neq 0$ then $r\left(s^{\prime}\right) \in\left(R^{\prime}+\right)^{\mathcal{A}}$.
(iii) If right $\left(s^{\prime}\right) \subset A t^{\prime}$ and left $\left(s^{\prime}\right) \cap\left(F_{\curlyvee}^{\prime} \backslash A t^{\prime}\right) \neq \emptyset$ then $r\left(s^{\prime}\right) \in(-R)^{\prime \mu}$.
(4) If $s^{\prime} \in S$ is on the $2 n+1-\mathrm{sh}$ level of the tree $\mathbb{S}$ and $s^{\prime}$ is a conclusion of a rule from $\left(-S_{*}\right) \backslash\left\{\left(-r_{c v}\right),\left(-T_{c v}^{\prime}\right),\left(-P^{\prime}\right)\right\}$ then $r\left(s^{\prime}\right)$ is an element from this set.

We assume that if $s^{\prime}$ is decomposable then we consider the first generalized formula on the right-hand side of the considered sequent $s^{\prime}$ to construct $r\left(s^{\prime}\right)$. If $s^{\prime}$ is not a conclusion of a rule from $\left(-\mathscr{R}_{0}\right) \backslash\left\{\left(-T_{c u}\right),\left(-r_{c v}^{\prime}\right),(-P \eta\}\right.$ then:
(i) If left $\left(s^{\prime}\right) \cup r i g h t\left(s^{\prime}\right) \subset A t^{\prime}$ then the following condition holds:
(ii) If $s^{\prime}$ is a conclusion of some rule from $\left\{\left(-r_{c v}\right),\left(-r_{c v}^{\prime}\right),\left(-P^{\prime}\right)\right\}$ then $T\left(s^{\prime}\right)$ is the same element of this set. Otherwise $r\left(s^{\prime}\right) \in\left(\mathscr{R}_{0}+\right)$. However if it is one of the rules $\left(-r_{c v}\right),\left(-r_{c v}^{\prime}\right)$ or $\left(-P^{\prime}\right)$ then $r\left(s^{\prime}\right)$ is used as the last of all of these rules.
(ii) If left $\left(s^{\prime}\right) \cap\left(F_{\forall}^{\prime} \backslash A \xi^{\prime}\right) \neq \emptyset$ then $r\left(s^{\prime}\right) \in\left(-R^{\prime}\right)^{*}$.
(iii) If left $\left(s^{\prime}\right) \in A t^{\prime}$ and $\operatorname{right}\left(s^{\prime}\right) \cap\left(F_{\forall}^{\prime} \backslash A t^{\prime}\right) \neq \emptyset$ then $r\left(s^{\prime}\right) \in\left(R^{\prime}+\right)^{\mu}$. (5) $\mathbb{S}_{s}$ is well-formed for $\left(-\forall^{\prime}\right)$.

The deductive system $\left\langle\mathscr{L}^{\prime},\left(\mathrm{Ax}^{=}\right)^{\prime} \cup \mathscr{A}_{\mu^{\prime}}, R_{S e q^{\prime}}^{\mu} \cup \mathscr{R}_{0}\right\rangle$ will be called the RETRPROV system where $\mathscr{A}_{\mathcal{A}}$ is a special set of axioms.

Using the RETRPROV system we shall change the standard notion of proof in order to prove some properties which are not tautologies but which hold in a model of arithmetic. Moreover this system enables us to consider some notions defined by programs.

We shall say that $\mathbb{S}_{\mathbf{L}}$ is $\mathscr{M}$-diagram of generalized formula $\alpha$ if $\langle\mathrm{S},<\rangle$ is $\mathscr{M}$-diagram of the sequent $\emptyset \vdash \alpha$ with a special set of axioms $\alpha_{\mu}{ }_{\mu}$ and the rules $\mathscr{R}$.

Definition 29. We shall say that a generalized formula $\alpha$ has a proof in the RETRPROV system ( $\alpha \in$ proof $\left\langle\left(A x^{=}\right)^{\prime} \cup \mathscr{A}_{\mu^{\prime}}, R_{S_{\text {eq }}^{\prime}}^{\mu^{\prime}} \cup \mathscr{R}_{0}>\right.$ ) if and only if the height of the $\mathscr{A}$-diagram of the generalized formula $\alpha$ is finite and each leaf is an axiom or a special axiom.

However, there is a problem how to choose the set $\mathscr{A}_{\mathcal{H}}$ of the special axioms. Obviously this problem will be considered in a model (i.e. in a standard model of arithmetic in which the functors and predicates are interpreted and where $+,-, *,()^{m}, /$ are interpreted as addition, subtraction, multiplication, $m$-th power and division respectively.

Let us remark that the $\mathscr{M}$-diagram of the generalized formula exteads Gentzen's ideas: this is shown in Definition 28 (point 3 (i) (i1)), since it makes further proving possible even in the case when we get a sequent containing the atom of the form ( $F P$ ) or containing the atom including a term of the form ( $F P$ ) e.g. a term defined by programs (see Example 11).

### 6.4 Algorithm for proving theorems

In this paragraph we shall formulate the RETRPROV-algorithm which enables us to prove theorems as well as to find a special set of axioms for expressions containing procedures and functions defined by programs.

Let (FP) be a system defining the notions $\varphi$ and $\rho$. Any $\mathscr{M}$-diagram of a generalized formula $\varphi\left(t_{1}, \ldots, t_{m}\right)=u$ from (FP) will be called a $\varphi$ - $\mathscr{M}$-diagram and any $\mathscr{M}$-diagram of generalized formula $\rho\left(\tau_{1}, \ldots, \tau_{n}\right)=b$ will be called a $\rho-\mathscr{M}$ diagram

## The RETRPROV-algorithm:

1. Read( k ); ( k is a natural number helpful for "while"),
2. $n:=0 ; \mathrm{X}:=$ an empty file. We put the sequent $\mid-\varphi\left(t_{1}, \ldots, t_{m}\right)=u$ as the root in the $\varphi$ - $\mathscr{M}$-diagram (where $\varphi\left(t_{1}, \ldots, t_{m}\right)$ is a classical term from (FP)) and we put the sequent $\vdash \rho\left(\tau_{1}, \ldots, \tau_{n}\right) \equiv b$ as the root in the $\rho$ - $\mathscr{M}$-diagram (where $\rho\left(\tau_{1}, \ldots, \tau_{n}\right)$ is a classical formula from (FP) and $u \in V \backslash \vartheta\left(\left\{\varphi\left(t_{1}, \ldots, t_{m}\right), M t\right\}\right)$. Moreover $b \in V_{o} \backslash \vartheta\left(\left\{\rho\left(\tau_{1}, \ldots, \tau_{n}\right), K \alpha\right\}\right)$ ),
3. If a sequent $s$ on the $n$-th level is indecomposable or if it is an axiom or a special axiom (i.e. it is an element of the set $\mathscr{A}_{\mu}$ of the form: $\{s \in S e q$ : $\alpha \in$ right(s) for some $\alpha$ from $X$ and $\alpha \neq \neg b$ or $b \in l e f t(s)$ for $\neg b \in X\}$ ), then $s$ is the leaf. If all sequents on the n-th level are leaves then STOP - the proof exists and the set of special axioms is equal to $\mathscr{A}_{\mu}$ -
4. $\mathrm{n}:=\mathrm{n}+1$;

We construct the $n$-th level of the $\varphi$ - $\mathscr{M}$-diagram of the sequent $\vdash \varphi\left(t_{1}, \ldots, t_{m}\right)=u$ and the $n$-th level of the $p$ - $\mathscr{M}$-diagram of the sequent $1-\rho\left(1, \ldots, \tau_{n}\right) \equiv b$ with the rules $\mathscr{R}_{\text {e }}$ and the special set of axioms which was defined above.

If it is possible we use rules from $\left(\mathscr{R}_{\mathcal{R}} \cup R_{S_{\text {eq }}^{\prime}}^{\mathcal{A}}\right) \backslash\{(-\cup)\}$ to construct the n-th level in the $\varphi$ - $\mathscr{H}$-diagram or in $\rho$ - $\mathscr{H}$-diagram using the premises of the considered rule. We pay attention to use the rules $\left(r_{c v}+\right),\left(-r_{c v}\right),\left(\mathrm{P}^{\prime}+\right),\left(-\mathrm{P}^{\prime}\right)$ only in the case when no other rule from $\mathscr{R}$. can be applied.

If we need use in the construction of the $n$-th level in the $\varphi$ - $\mathscr{H}$-diagram or $p-\mathscr{K}$-diagram the rule $(-\cup)$ for a sequent $s$ of the form: $\Gamma, s^{\prime} \cup(K \alpha) \vdash Q$, then for further considerations we denote by $M_{n}(l)$ the expression of the form $s^{\prime} K^{\prime}$ where $I$ is a natural number.

It is known that we get the following set $\left\{M_{n}(l), \Gamma \vdash Q\right\}$ of sequents as the result of using the rule $(-\cup)$.

However we do not construct in practice all of these elements. In this case we assume that the $n$-th level contains the sequent $\Gamma, s^{\prime} \cup(K \alpha) \vdash Q$ and additionally it contains either only $k-1$ elements of the form: $\left.M_{n}(), \Gamma\right\} Q$ for $1 \leq l \leq k-1$ when the rule $(-\cup)$ is used for the first time for the sequent $\Gamma, s^{\prime} \cup K \alpha \vdash Q$, or one element $M_{n}(k), \Gamma \vdash Q$, when the rule ( $\left.-\cup\right)$ was used for the sequent more than once.
(In fact it means that on the n-th level instead of an infinite set of sequents $\left\{M_{n}(l), \Gamma \vdash Q: l \in \mathscr{N}\right\}$ we shall consider only a finite number of sequents). (To have on the $n$-th level only a finite number of sequents we do nearly the same with the rules $(\cap+)$ and $(-\forall)$. However instead of the classical term $t$ we
put a temporary pointer of dummy d. Moreover on each level we have to decide whether some sequents are axioms. To do that we shall use the well-known unification algorithm on both sides of the sign $\mid$ ). $\mathrm{k}:=\mathrm{k}+\mathrm{l}$;
5. We revise the n -th level of the $\varphi$ - $\mathscr{A}$-diagram or $\rho$ - $\mathscr{M}$-diagram. If a sequent $s \in\left(A x^{=}\right)$then $s$ is a leaf. Otherwise if $s \notin\left(A^{=}\right)^{\prime} \cup \mathscr{A}_{\mu}$ then we consider two cases:
(i) We look for a classical formula of the form $\tau=u$ in the sequent $s$ such that $\tau=u \in \operatorname{right}(\mathrm{~s})$ and $\tau$ does not contain the functor $\varphi$ and $\tau$ was not obtained by any of the rules $\left(r_{=}+\right),\left(-r_{=}\right)$to a generalized term $t$ containing the functor $\varphi$ and built by the functors: $+, *,-, /,()^{m}$ for some $m \in \mathscr{N}$ (e.g. in in some sequent, the classical term $t$ equal to 0 was obtained from $0 * \varphi\left(t_{1}, \ldots, t_{m}\right)$ by ( $r_{=}+$), then the decomposable sequent was changed into indecomposable sequent and we have lost the essential property).

If we find such a sequent s that fulfils two conditions:
(1) $\alpha \in$ At' for every $\alpha \in s$,
(2) S is not a conclusion of any of the rules from the set $\mathscr{B}=\left\{\left(r_{1}+\right),\left(-r_{1}\right)\right.$, $\left.\left(r_{=}+\right),\left(-r_{=}\right),\left(r_{a}\right),\left(r_{c u}+\right),\left(-r_{c v}\right),\left(P^{\prime}+\right),\left(-\mathrm{P}^{\prime}\right),(\mathrm{B}),\left(r_{c u}^{\prime}+\right),\left(-r_{c v}^{\prime}\right),(\chi+),(-\chi)\right\}$, then if $\tau=u$ is the only classical formula for some $\tau$ which fulfils the condition (i), we put $\tau=u$ in the file X and the sequent s becomes the leaf.
(ii) We look for the element $b$ in the sequent $s$. If we find such a sequent, containing $\rho$ and $b$ on the same side of the symbol $\vdash$ then STOP - we deal with the case of the form: $\rho\left(x_{1}, \ldots, x_{n}\right) \equiv \neg \rho\left(x_{1}, \ldots, x_{n}\right)$ and the proof does not exist. If $s$ is not a conclusion of any of the rules from $\mathscr{D}$, we consider three cases:
Case 1. If for every $\alpha \in \operatorname{left}(\mathrm{s})$ we get $\alpha \in$ At $\backslash\{$ FALSE, $b\}$ and $\alpha$ does not contain the predicate letter $\rho$ and for every $\beta \in \operatorname{right}(\mathrm{s}), \beta \in \mathrm{At} \backslash\{$ TRUE $\}$ and $\beta$ does not contain the predicate letter $\rho$ and $b \in \operatorname{right}(s)$, then we put $b$ into the fill $X$.
Case 2. If for every $\alpha \in \operatorname{left}(\mathrm{s}), \alpha \in \operatorname{At} \backslash\{$ FALSE $\}$ and $\alpha$ does not contain the predicate letter $\rho$ and $b \in$ left(s) and for every $\beta \in$ right(s) we get $\beta \in \mathrm{At} \backslash\{$ TRUE $\}$ and if $\beta$ does not contain the predicate letter $\rho$ then we put $\neg b$ into the file X .
Case 3. If there is $b$ and $\neg b$ in X then STOP - the proof of the generalized formula $\rho\left(\tau_{1}, \ldots, \tau_{n}\right) \equiv b$ in the RETRPROV system does not exist.
6. If $s$ is an indecomposable sequent on the $n$-th level of the $\rho$-Af-diagram or $\varphi$ - $\mathcal{M}$-diagram which is not an element of $\mathscr{A}_{\mathcal{A}} \cup\left(\mathrm{A} x^{=}\right)^{\prime}$ then STOP - if we considered $\varphi$ - $\mathscr{M}$-diagram then the proof of the classical formula $\varphi\left(t_{1}, \ldots, t_{m}\right)=u$ in the RETRPROV system does not exist. Otherwise the proof of the classical formula $\rho\left(\tau_{b}, \ldots, \tau_{n}\right) \equiv b$ in the RETRPROV system does not exist.
7. If every indecomposable sequent $s$ from the $n$-th level of the $\varphi$ - $\mathscr{M}$-diagram or $\rho$ - $\mathscr{M}$-diagram is an element of the set $\mathscr{A}_{\mathcal{A}} \cup\left(A x^{=}\right)$and if there is no other sequent on the n -th level then STOP - if we considered $\varphi$ - $\mathscr{A}$-diagram then the set $\{s \in \operatorname{Seq}$ : $\alpha \in \operatorname{right}(\mathrm{s})$ for some classical formula $\alpha$ from X and $\alpha \neq b$ and $\alpha \neq \neg b\}$ is the special set of axioms for the proof of the classical formula:

$$
\varphi_{1}\left(t_{1}, \ldots, t_{m}\right)=u,
$$

and the file of the premises of the above mentioned functional equation exists and contains the only element from $X$ which is neither $b$ nor $\rightarrow b$. If we considered $\rho$ - $\mathscr{A}$-diagram then the set $\{s \in \operatorname{Seq}: b \in$ right(s) for $b$ from the file $X$ or $b \in \operatorname{left}(s)$ for $\neg b$ from the file $X\}$ is the special set of axioms for the proof of the generalized formula:

$$
\rho\left(\tau_{1}, \ldots, \tau_{n}\right) \equiv b
$$

Let us make a remark: the RETRPROV-algorithm can prove the classical formulas as well as the generalized formulas.

### 6.5 Examples

Now we shall give an example which shows that the idea presented in the above-mentioned algorithm allows us to find a special axiom for a function defined by a program.

To explain the main ideas of the execution of our system let us consider the following example:

## Example 11.

$1-f(1)=u$ where $f$ is a function defined as follows: $f(n)=K_{1} s$. We recall that $K_{1}$ means if $n=0$ then $s:=1$ else $s:=n * f(n-1)$.

To prove the above mentioned expression we shall try to find a missing assumption. The execution runs as follows:
$\vdash s_{1}:=1\left(\right.$ if $s_{1}=0$ then $s:=1$ else $\left.s:=s_{1} * \int\left(s_{1}-1\right)\right)(s=u)\left(\left(r_{c u}+\right)\right.$. (B)),
 (Sometimes for simplicity we shall write such a generalized formula in the form:
1 begin $s:=f(0)$ end $(s=u)$ ).
$\vdash f(0)=u \ldots . \ldots \ldots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ~(~) ~, ~$
$\vdash s_{1}:=0\left(\right.$ if $s_{2}=0$ then $s_{3}:=1$ else $\left.s_{3}:=s_{2} * f\left(s_{2}-1\right)\right)\left(s_{3}=u\right)\left(\left(r_{c 0}+\right)\right.$, (B)),


This system adnits the sequent $1-1=\mu$ as an additional axiom (a special axiom). Intuitively it means that $f(1)=1$. So our system proved the expression $\vdash f(1)=u$ by linding an additional axiom and calculated the value of $f(1)$.

## Example 12.

Let $\mid f(3)=u$ where $f(n)$ is defined as in Example 11. During the execution of the RETRPROV-algorithm the set $\mathcal{A}$ \& of aditional axioms is generated. The proof is identical to the proof in Example 11. In this case $\mathcal{A}_{\boldsymbol{k}}=\{u=6\}$.

The RETRPROV-algorithm is a dynamic way of looking for a missing axiom necesary to solve a functional equation defined by procedure. Our system can as well find the booiean value of the relation defined by the procedure $P(x) \equiv K \alpha$

## Example 13.

Let us consider the order relation between natural numbers.
(1) $\rho \rho(1,2) \equiv b$ where $\rho(x, y) \equiv K_{2} q$ and
$K_{2}$ means if $x_{1}=x_{2}$ then $\mathrm{q}:=$ FALSE else
begin $x_{3}:=0$;
while $\neg\left(\left(x_{3}=x_{2}\right) \vee\left(x_{3}=x_{1}\right)\right)$
do
$x_{3}:=x_{3}+1 ;$
if $x_{3}=x_{1}$
then $q:=$ TRUE else $q:=$ FALSE
end
(2) $p(1,2) \vdash b$ $\qquad$ ( (C $\mathrm{C}+\mathrm{)},(\mathrm{I}+\mathrm{l})$ ),
(3) $b$ $\rho(1,2)$ ( $\mathrm{C}+\mathrm{C},(\mathrm{I}+\mathrm{l})$ ),
(4) begin $x_{1}:=1 ; x_{2}:=2$ and $K_{2} q \vdash b$ $\qquad$ ((2) and $\left.\left(-r_{c}\right)\right)$ ),
(5) b广 begin $x_{1}:=1 ; x_{2}:=2$ end $K_{2} q$ ( $(3)$ and $\left(r_{c}^{\prime}+1\right)$,
(4.1) begin $x_{3}:=0$ while $\neg\left(\left(x_{3}=2\right) \vee\left(x_{3}=1\right)\right)$ do $x_{3}:=x_{3}+1$; if $x_{3}-1$ then $q:=$ TRUE else $q:=$ FALSE end $q \vdash b$
(4.2) begin $x_{3}:=0$; (v(begin $x_{3}:=x_{3}+1$; while $\neg\left(\left(x_{3}=2\right) \vee\left(x_{3}=1\right)\right.$ do $x_{3}:=x_{3}+1$ end) $)^{*}$ if $x_{3}=1$, then $q:=$ TRUE else $q:=$ FALSE end $\left.q\right|^{-b}$ (by the rule of of decomposition A4),
(4.3) begin $x_{3}:=0$; (begin $x_{3}:=x_{3}+1$; (while $\sim\left(\left(x_{3}=2\right) \vee\left(x_{3}=1\right)\right.$ ) do $x_{3}:=x+1$;) if $x_{3}=1$ then $q:=$ TRUE else $q:=$ FALSE end) and $q$ ㅏ $b$................... (by Definition 3 (i)),
(4.4) begin begin $x_{3}:=0 ; x_{3}:=x_{3}+1$ end begin (while $\neg\left(\left(x_{3}=2\right) \vee\left(x_{3}=1\right)\right) d o x_{3}:=x_{3}+1$; if $x_{3}=1$ then $q:=$ TRUE else $q:=$ FALSE end end $q \vdash b$............... (by the rule of decomposition A1 and Delinition 3 (ii)),
(4.5) begin begin $x_{3}:=0 ; x_{3}:=x_{3}+1$ end if $x_{3}=1$ then $q:=$ TRUE else $q:=$ FALSE end $q \vdash b$ (by the rule of decomposition A4),
(4.6) begin begin $x_{3}:=0 ; x_{3}:=x_{3}+1$ end $q:=$ TRUE end $q f^{b}$
...........................................................(by the rule of decomposition A3 and Delinition 2 (i)),
(4.7) begin $x_{3}:=0 ; x_{3}:=x_{3}+1 ; q:=$ TRUE end $q \vdash b$

(4.8) TRUE $\vdash b$

By point 5 (case 1) of the RETRPROV-algorithm we put $b$ into $X$ and by point 7 the sequent
(4.8) becomes a special axiom in the se $\mathscr{A}_{\mathcal{N}}$, since $\mathscr{A}_{\mathcal{A}}=\left\{s \in\right.$ Seq' $^{\prime}: b \in$ right $\left.(s)\right\}$.

By analogous considerations in the case (5) we get the sequent b| TRUE for $b \vdash \rho(1,2)$, which is an axiom.

## Example 14.

Let us consider another example. We consider the function $h$ defined as follows: $h\left(x_{1}, x_{2}\right)=\left(i \Gamma x_{1}=0\right.$ then $x_{3}:=2$ else $\left.x_{3}:=h\left(x_{1}-1, h\left(x_{1}, x_{2}\right)\right)\right) x_{3}$.

We shall try to compute the value of function $h(1,2)$ ．Let us remark that some compilers （for example PASCAL，C）cannot do it．However our algorithm manages to solve even this problem，which seems to be rather sophisticated：
（1）$\vdash h(1,2)=u$
（2） 1 begin $x_{1}:=1 ; x_{2}:=2$ end（if $x_{1}=0$ then $x_{3}:=2$ else $x_{3}:=h\left(x_{1}-1, h\left(x_{1}, x_{2}\right)\right)\left(x_{3}=u\right)$
 $\left((k+)_{-木)}\right),\left(r_{x}+i\right)$,
（4）$-h(0, h(1,2))=u$
$((s+))$,
（5）$\vdash$ begin $x_{1}:=0 ; x_{2}:=h(1,2)$ end（if $x_{1}=0$ then $x_{3}:=2$ else


（7） 1 保 $=u$ $((s+))$ ．
By point 5 （i）of the RETRPROV－algorithm we put $u=2$ into $X$ ．By point 7 of this algorithm we get $\mathscr{A}_{\mu}=\left\{s \in S e q^{\prime}: u=2 \in \operatorname{right}(s)\right\}$ ．So $\mid-u=2$ becomes a special axiom．

## Example 15.

Let us consider the function $\mathbf{k}$ defined as follows：
$k\left(x_{1}, x_{2}\right)=\left(i \sqrt{x_{1}}=0\right.$ then $x_{3}:=x_{1}$ else $\left.x_{3}:=k\left(x_{1}, x_{2}-1\right)+1\right) x_{3}$ ．
By using the RETRPROV－algorithm we shall try to prove the expression of the form：
（1）$\vdash k(x, 2)=u$ where x is an individual variable．
（2） 1 begin $x_{1}:=x_{1} x_{2}:=2$ end（if $x_{2}=0$ then $x_{3}:=x_{1}$ else $\left.x_{3}:=k\left(x_{1}, x_{2}-1\right)+1\right)\left(x_{3}=u\right)$



（5） 1 begin $x_{1}:=x ; x_{2}:=1$ end（if $x_{2}=0$ then $x_{3}:=x_{1}$ else $x_{3}:=k\left(x_{1}, x_{2}-1\right)+1$ ）



（8）$卜$ begin $x_{1}:=x \quad x_{2}:=0$ end（if $x_{2}=0$ then $x_{3}:=x_{1}$ eise $\left.x_{3}:=k\left(x_{1}, x_{2}-1\right)+1\right)$

（9）トbegin $\left(x_{3}:=x\right)$ end $\left(x_{3}+2=u\right)$ ．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．．$\left.(k+) \ldots\right)$ ，

By point 5 （i）of the RETRPROV－algorithm we put $u=x+2$ into $X$ ．By point 7 of this algorithm we get $.0 \%=\{s \in \operatorname{Seq}: 4=x+2 \in \operatorname{right}(s)\}$ ．So（10）becomes a special axiom．We can see that our algorithm does not simply calculate an expression，but instead it tries to prove it We get the expression $x+2=u$ as a solution of the functional equation $k(x, 2)=u$ ，which certainly is not only a calculation．

## Example 16.

Let us consider the following expression：
（l）$\vdash \forall_{x_{2}}\left(\left(p_{1}\left(x_{2}\right) \rightarrow \exists_{x} p_{2}(x)\right) \equiv \exists_{x_{1}}\left(p_{1}\left(x_{2}\right) \rightarrow p_{2}\left(x_{1}\right)\right)\right)$ Of course we present only a sketch of the proof of the sequent（1）
（2） $\mid-x_{2}:=\mu\left(\left(\left(p_{1}\left(x_{2}\right) \rightarrow \neg \forall_{x} \neg p_{2}(x)\right) \rightarrow \neg \forall_{x_{1}} \neg\left(p_{1}\left(x_{2}\right) \rightarrow p_{2}\left(x_{1}\right)\right)\right) \wedge\right.$



（3．1）$\vdash x_{2}:=y\left(\forall_{x_{1}}-\left(p_{1}\left(x_{2}\right) \rightarrow p_{2}\left(x_{1}\right)\right), x_{2}:=y\left(p_{1}\left(x_{2}\right) \rightarrow \neg \forall_{2}^{\prime} \neg p_{2}(x)\right) \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots(\ldots),(-N)\right.$,
（3．2）$x_{2}:=y\left(p_{1}\left(x_{2}\right)\right), x_{2}:=y\left(v_{x} \neg p_{2}(x)\right) \mid-x_{2}:=y\left(x_{1}:=y_{1}\left(\neg\left(p_{1}\left(x_{2}\right) \rightarrow p_{2}\left(x_{1}\right)\right)\right)\right.$

(3.3) $p_{1}(y), x_{2}:=y\left(\forall_{x} \neg p_{2}(x)\right), \neg p_{2}\left(t_{1}\right), x_{2}:=y\left(x_{1}:=y_{1}\left(p_{1}\left(x_{2}\right) \rightarrow p_{2}\left(x_{1}\right)\right) \vdash\right.$

$$
\text { (3.4) } p_{1}(y), x_{2}=y\left(v_{x} \neg p_{2}(x)\right), p_{2}\left(y_{1}\right) \vdash p_{2}\left(l_{1}\right) \cdots \cdots \cdots \cdots \cdots,(-N),(N+\cdots),
$$

(3.5) $p_{1}(y), x_{2}:=y\left(\forall_{x} \neg p_{2}(x)\right)+p_{2}\left(f_{1}\right), p_{1}(y)$. $(\mathrm{I}+\mathrm{)},(\mathrm{~N}),(\mathrm{s}+\mathrm{F})$ which is an axiom by unication,
(4.1) $x_{2}:=y\left(p_{1}\left(x_{2}\right) \rightarrow \neg \forall_{x} \neg p_{2}(x)\right), x_{2}:=y\left(\forall_{x_{1}} \sim\left(p_{1}\left(x_{2}\right) \rightarrow p_{2}\left(x_{1}\right)\right)\right)+$
(4.2) $x_{2}:=y\left(\forall_{x_{1}} \neg\left(p_{1}\left(x_{2}\right) \rightarrow p_{2}\left(x_{1}\right)\right)\right),\left(y_{2}:=\ell_{2}\left(x_{2}:=y\left(x_{1}:=y_{2}\left(\neg\left\{p_{1}\left(x_{2}\right) \rightarrow\right.\right.\right.\right.\right.$
 $\left.\left.p_{2}\left(x_{1}\right)\right)\right)()+x_{2}:=y\left(x:=y_{3}\left(\neg p_{2}(x)\right)\right.$
(4.2.1) $x_{2}:=y\left(\forall_{x_{1}} \neg\left(p_{1}\left(x_{2}\right) \rightarrow p_{2}\left(x_{1}\right)\right), p_{1}(y) \vdash p_{2}\left(f_{2}\right), p_{1}(y)\right.$
$\cdots \cdots \cdots \cdots$,
(4.3.1) $x_{2}:=y\left(\forall_{x_{1}} \neg\left(p_{1}\left(x_{2}\right) \rightarrow p_{2}\left(x_{1}\right)\right), p_{1}(y), p_{2}\left(y_{3}\right) \vdash p_{2}\left(t_{2}\right)\right.$

## Example 17.

Let us consider the following formula:
$f(0)=1 \wedge\left(\forall_{n}(-(n=0) \rightarrow(f(n)=n * f(n-1) \rightarrow f(n+1)=(n+1) \bullet f(n)))\right.$
where $f$ was derined in Example 11 .
In some cases we are able to use the mathematical induction, e.g. in this example we proved the correctness of a program defining the factorial. It means as well that we proved (this proof is too long so we omitted it) the equivalence between two descriptions of factorial: the mathematical definition and the program. The mathematical definition is as follows:

$$
n!= \begin{cases}1 & \text { when } n=0 \\ n+(n-1)! & \text { when } n>0\end{cases}
$$

and the program is given in Example 11. This prool shows the correctness of the program.
Example 18.
If we want to calculate the value of the expression of the form:
$\frac{l_{1}}{m_{1}}+\frac{l_{2}}{m_{2}}$ where $l_{1}, l_{2}, m_{1}, m_{2}$ denote the variables of the type of integer, first we calculate the value $m 3:=N W W\left(m_{1}, m_{2}\right)$ where $\operatorname{NWW}\left(m_{1}, m_{2}\right)$ is the least, common multiple of $m_{1}$ and $m_{2}$. Next we calculate the values $l_{1}:=I_{1} * \frac{m_{3}}{m_{1}}, l_{2}:=I_{2} * \frac{m_{3}}{m_{2}}$ and $l_{3}:=l_{1}+l_{2}$. Obviously the result of the division during the calculation of $l_{1}$ and $l_{2}$ is integer. Hence $\frac{l_{3}}{m_{3}}$ is the result of the considered expression. Duriag this calculation we considered the function NWW ( $x, y$ ). Now we show how we can use the rules of decomposition especially the rules $(-k)_{\infty}$ and $(k+)_{\alpha_{k}}$ Let $N W W\left(x_{1}, y_{1}\right)=K_{0} z$ where $K_{0}$ means:

## begin

$x:=x_{1} ; y:=y_{1} ;$
while $\rightarrow(x=y)$ do
if $x>y$ then

$$
x:=x-y
$$

$\quad$ else $\quad y:=y-x ;$
$w:=x ; \quad z:=x_{1} *\left(y_{1} / w\right) ;$

We shall show how to get NWW $(6,4)$ in the standard model of arithmetic. We have to calculate the value $\left(K_{o} z\right)_{R}\left(v_{1}\right)$ where $v_{1}$ is the valuation such that $v_{1}\left(x_{1}\right)=6 v_{1}\left(y_{i}\right)=4$. This valuation is represented by the substitution $s=$ begin $x_{1}:=6 ; y_{1}:=4$ end. We decompose the program hegin $s ; K_{0}$ end to the normal assignment
$\left[s K_{0}\right]=\left[\left[x_{1} / \sigma_{1} y_{1} / 4\right], \quad\left[\left[x / x_{1}, y / y_{1}\right]_{2} \quad[\Delta[\neg(x=y) \forall[(x>y)[x / x-y][y / y-x]]], \quad[w / x]\right.\right.$, $\left.\left.\left[2 /\left(x_{1} \cdot\left(y_{2} / w\right)\right]\right]\right]\right]^{\wedge}<\left[\left[\left[x_{1} / 6, y_{1} / 4\right],\left[x / x_{1}, y / y_{1}\right]\right],[*[-(x=y)-\nu[(x>y)[x / x-y][y / y-x]]]\right.$, $\left.\left.\left.[w / x],\left[z / x_{1} *\left(y_{1} / w\right)\right]\right]\right]\right]^{\wedge}<\left[\left[\left[x_{1} / 6, y_{1} / 4\right],\left[x / x_{1}, y / y_{1}\right]\right],(v[-\underline{[ }(x>y)[x / x-y][y / y-x]]\right.$, $\left.\cdot[\neg(x=y) x[(x>y)[x / x-y][y / y-x]]]) \cdot\left[[w / x],\left[z /\left(x_{1} *\left(y_{2} / w\right)\right)\right]\right]\right]{ }^{\operatorname{Der} .244(i)(i i)}\left[\left[\left[x_{1} / 6, y_{1} / 4\right]\right.\right.$, $\left.\left[x / x_{1}, y / y_{1}\right]\right],[\underline{y}[(x>y)[x / x-y][y / y-x]],[*[\neg(x=y) \underline{\underline{L}}[(x>y)[x / x-y][y / y-x]]]$, $\left.\left.\left.\left[[w / x],\left[z /\left(x_{1} *\left(y_{1} / w\right)\right)\right]\right]\right]\right]\right]^{\wedge 3}\left[\left[\left[\left[x_{1} / 6, y_{1} / 4\right],\left[x / x_{1}, y / y_{1}\right]\right],(v[x / x-y]) \cdot[+[-(x=y) \underline{\mu}[(x>y)\right.\right.$ $\left.\left.[x / x-y][y / y-x]]], \quad\left[[w / x], \quad\left[z /\left(x_{1} *\left(y_{1} / w\right)\right)\right]\right]\right]\right]^{\operatorname{Dsf} .24 .4(1)(I I)} \quad\left[\left[\left[x_{1} / 6, y_{1} / 4\right], \quad\left[x / x_{1}, y / y_{1}\right]\right]\right.$, $\left.\left[[x / x-y],\left[+[\because(x=y) \nless[(x>y)[x / x-y][y / y-x]]],\left[[w / x],\left[2 /\left(x_{1} *\left(y_{1} / w\right)\right]\right]\right]\right]\right]\right]^{\wedge}<$ $\left[\left[\left[x_{1} / 6, y_{1} / 4\right],\left[x / x_{2}, y / y,\right]\right]^{\bullet}[x / x-y],[*[\neg(x=y) . x[[(x>y)[x / x-y][y / y-x]],[[w / x]\right.$,
 $\left.[x / x-y][y / y-x]],\left[[w / x],\left[z /\left(x_{1} *\left(y_{1} / w\right)\right]\right]\right]\right]^{\wedge}<\left[\left[\left[x_{1} / 6, y_{1} / 4\right],\left[\left[x / x_{1}, y / y_{1}\right],[x / x-y]\right]\right.\right.$, $\left.\left.\left[[w / x],\left[z / x_{1} *\left(y_{1} / w\right)\right]\right]\right]\right]^{\wedge}<\left[\left[\left[x_{1} / 6, y_{1} / 4\right],\left[\left[x / x_{1}, y / y_{2}\right],[x / x-y]\right]\right]{ }^{*}[w / x],\left[z /\left(x_{1} *\left(y_{1} / w\right)\right)\right]\right]$
 $\left.\left[\left[x / x_{2}, y / y_{1}\right],[[x / x-y],[w / x]] 1\right],\left[2 /\left(x_{1} *\left(y_{1} / w\right)\right)\right]\right]^{A}<\left[\left[x_{1} / 6, y_{1} / 4\right],\left[\left[x / x_{1}, y^{\prime} y_{1}\right],[[x / x-y]\right.\right.$, $[w / x]]]^{*}\left[2 /\left(x_{1}{ }^{*}\left(y_{1} / w\right)\right]\right]^{\operatorname{Dcf} .2 .4(1 i)}\left[\left[x_{1} / 6, y_{1} / 4\right],\left[\left[x / x_{1}, y / y_{1}\right],\left[[x / x-y],[[w / x]],\left[2 /\left(x_{1} *\right.\right.\right.\right.\right.$ ( $\left.\left.\left.y_{1} / w\right)\right]\right]$ ] $]$ ]].

Let us denote the normal assignment $\left[\left[x_{1} / 6, y_{1} / 4\right],\left\lceil\left[x / x_{1}, y / y_{1}\right],\lceil[x / x-y\rceil,\lceil[w / x\rceil\right.\right.$, $\left.\left.\left.\left.\left[2 /\left(x_{1} *\left(y_{1} / w\right)\right)\right]\right]\right]\right]\right]$ by symbol $\Sigma_{0}$. We proved by using $R_{\text {rane }}$ that the program [ $s K_{0}$ ] can be decomposed to the normal assignment $\Sigma_{0}$. Therefore $\left[s K_{o}\right]<\Sigma_{o}$. By Theorem 10 we get $\left[s K_{0}\right]_{R}(v)=\Sigma_{o R}(v)$. Hence $\left(K_{o} z\right)_{R}\left(v_{1}\right)=z_{R}\left(K_{R}\left(v_{1}\right)\right)=z_{R}\left(K_{o R}\left(s_{R}(v)\right)\right)=z_{R}\left(\left[s K_{0}\right]_{R}(v)\right)=z_{R}\left(\Sigma_{o R}(v)\right)=$ $6 *(4 /(6-4))=12$.

We proved that the function NWW(6,4) defined by program bas the value 12. Therefore RETRPROV-algorithm during the prove $\mid N W W(6,4)=u$ finds a special set of axioms $\mathscr{A}_{A R}=\{s \in \operatorname{Seq}: 12=u \in \operatorname{right}(s)\}$.

Let us remark that the RETRPROV system described above definitely differs from RS-algorithm. The main difference concerns the set of rules (rules of decomposition) and the RETRPROV-algorithm. The key idea lies in the rules $(k+)_{\mathcal{H}}$ and $(-k)_{\mathcal{M}}$, since from Corollary 2 and the model of arithmetic, the expression $(\mathrm{sK})^{\mathcal{A}}$ being the result of the execution of program enables us to optimize the calculation. It is also worth emphasizing that RETRPROV produces results in an evidently shorter and faster way (see Example 7 and Example 11 or Example 10 (iv) and Example 13), the correctness of which is guaranteed by Corollary 2.

## Chapter 7

## Summary and concluding remarks

### 7.1 Conclusion

The main result of the first part of this paper is algorithmic structural completeness of algorithmic logic strengthened by the substitution rule i.e. the derivability of all structural, finitary and admissible rules. To date the well-known substitution rules which were considered do not fit into these considerations, since they do not preserve the properties of programs. The substitution rule which was defined in this paper was just enough strongly deductive to allow to prove algorithmic structural completeness of algorithmic logic. This result enables us to use many structural and finitary rules in practice provided admissibility of them is proved. Some examples of such rules:

1. $\frac{\mathscr{P} \text { (while } \alpha \text { do } K) \text { TRUE, } \mathscr{S} M \text { TRUE, } \mathscr{S} L \text { TRUE }}{\mathscr{S}(\text { while } \alpha \text { do begin } M ; K ; L \text { end } T R U E)}$,
where $(\vartheta(M) \cup \vartheta(L)) \cap(\vartheta(\alpha) \cup \vartheta(K))=\emptyset$ and $\mathscr{S}$ denotes any linite sequence of substitutions.
2. $\frac{\alpha}{p(\alpha)}$, where $\alpha$ is a classical open formula and $p$ is any programsubstitution.
Let us take $p \in S b$ wich is defined by $g \in G$, classical open formula $\lambda$ and by the functions $e$ and $e_{0}$ such as in Theorem 9. We get from $\alpha$ the formula $p(\alpha)$ equal $h^{e}(\alpha)$ which is equivalent $\left(\widetilde{S_{y} \alpha} \wedge \lambda\right) \vee\left(h^{e_{0}}(x) \wedge \neg \lambda\right)$ for $s_{y}$ being such as in Theorem 9.
3. $\overline{\mathscr{P}((\text { while } \alpha \text { do } K) T R U E \rightarrow(\text { while } \beta \text { do } K) T R U E}$,
where $\mathscr{S}$ denotes any finite sequence of substitutions.

Such rules allow to simplify the proofs of correctness of programs. It is worth to pay attention to the following questions:
( $1^{\circ}$ ) Is it true that the property of structural completeness of some logic is a result of the completeness of this logic i.e. of the property of the form $C_{R}(X)=C^{\vDash}(X)$ for every set of formulas $X$.
( $2^{\circ}$ ) Is it true that the property of Post-incompleteness of algorithmic logic (i.e. $C_{R_{e}}(\{\alpha\}) \neq F$ for some $\left.\alpha \notin C_{R^{*}}(\oint)\right)$ strengthened by the substitution rule is a result of the completeness of this logic for the set of rules $R$.

To answer these questions it is not enough to know whether the property of completeness holds.

Let us consider the point $\left(1^{p}\right)$. There exists a consequence which is complete but is not structurally complete. Such a system is for example the classical logic with quantifiers based on the set of axioms $A_{\varrho}$ and on the set of rules $R_{o \psi}=\left\{r_{0}, r_{v}\right\}$, where $r_{0}$ is the modus ponens rule and $r_{y}$ is the generalization rule of the form:

$$
r_{o}: \frac{\alpha, \alpha \rightarrow \beta}{\beta}, \quad r_{\psi}: \frac{\alpha}{\forall_{x} \alpha} .
$$

Indeed, such a system is not structurally complete. To illustrate that let us consider the rule $r$ defined as follows:
$<\{\alpha\}, \beta>\in r$ iff there exists $e \in \mathscr{E}$ such that:
$\alpha=\neg \forall_{x} \forall_{y}(e(P(x)) \rightarrow e(P(y)))$ and $\beta=\forall_{x} \neg(e(P(x)) \rightarrow e(P(x)))$,
where $\mathscr{E}$ is the set of substitutions defined by W. A. Pogorzelski and T. Prucnal [71].

The admissible rules in the logic with programs are called permissible in the logic without programs. The definition of the latter is analogous to the former one. The rule $r$ is admissible in the considered logic since $\alpha$ is not valid in any interpretation, in any model with a single element therefore $\alpha \notin C_{\text {Rov }^{\prime}}\left(A_{Q}\right)$ for every $e \in \mathscr{E}$. Since the antecedent of the delinition of permissibility is false therefore the rule $r$ is permissible in this logic. Moreover r is structural. However r is not derivable in this logic since in the opposite case for $e \in \mathscr{E}$ such that $e(P(x))=P(x)$ and $e(P(y))=P(y)$ by the deduction theorem, we get $\exists_{x} \exists_{x}(P(x) \wedge \neg P(y)) \rightarrow \forall_{x} \neg(P(x) \rightarrow P(x)) \in C_{R_{o}}\left(A_{Q}\right)$ which is not true. Therefore the structural completeness is not an immediate result of the property of completeness.

Now we consider the point ( $2^{\circ}$ ). Some variant of the question ( $2^{\circ}$ ) was known i.e. the logic without the substitution rule is incomplete. However, with regard to the study of the structural rules and the extension of algorithmic logic to the algorithmically structurally complete logic it appeared that the
introduction of the notion of the substitution rule was the sufficient condition. After introducing a new substitution rule with a very strong deduction we get the algorithmic structural completeness of algorithmic logic strengthened by the substitution rule. Therefore, the algorithmic logic strengthened by the substitution rule could become complete. So we have to prove the incompleteness of such extended algorithmic logic. The proof of incompleteness of this logic could be done in a different manner if we knew that the substitution rule was hereditary in every model (i.e. if $\left\langle\{\alpha\}, \beta>E r_{\text {. }}\right.$ and $\alpha$ is valid in a model then $\beta(\beta=p(\alpha))$ is valid in this model too). But we think that it is not easy to prove this property without our considerations. The difficulties depend on changing the shape of formulas by using the substitution $p \in S b$ which is defined by efulilling some properties (see Definition 3, 8 and Theorem 9). For example: $e\left(\rho\left(\tau_{1}, \ldots, \tau_{n}\right)\right)=\rho\left(\tau_{1}^{\prime}, \ldots, \tau_{n}^{\prime}\right) \wedge \lambda$.

It is worth to notice that the theorem on algorithmic structural completeness allows us to use many secondary rules in various considerations. The only condition which such a rule ought to fulfil is to be structural, finitary and admissible in algorithmic logic strengthened by the substitution rule. This condition is in a way a useful criterion for using many secondary rules.

There is an interesting and open problem of getting structural completeness without assuming finitary rules.

The second part of this paper is devoted to the construction of proving algorithms. The first of these algorithms called RS-algorithm use Gentzen's method and some idea of decomposition of formulas containing programs. We use some P. Gburzyński's ideas [28], [29] connected with proving theorems without programs but we make it possible i.e. we extend these ideas essentially to a case of algorithmic logic i.e. we can prove algorithmic formulas and test programs and their properties for example the correctness and equivalence of some programs and we can consider functions and relations defined by programs. At the time the existing implementation of proving theorems was not able to achieve that. Therefore our implementation was the first one serving programs. The new created RS-algorithm in a sense enables us to execute an expert's report since it answers the question whether some relation $\rho(x, y)$ delined by a generalized formula holds. For example if $\rho(x, y)$ is defined by $K_{2} b$ which expresses the order relation between natural numbers $x=1$ and $y=2$ then we ask the question by writing for example $\rho(1,2) \equiv b$ and we understand this expression as follows: for which $b$ the relation $\rho(1,2)$ holds. The proof depends on assuming $b$ to be TRUE when the relation $\rho(x, y)$ holds or to be FALSE otherwise. For example if $x=1$ and $y=2$, the algorithm tries to prove the expression $\rho(1,2) \equiv b$ by replacing $\rho(1,2)$ by the program $K_{2} b$ defining this relation. Finally using the rules of decomposition we get the sequent $T R U E \equiv b$ which ends the proof by adding the special axiom $\left\{s \in S e q^{\prime}: b \in \operatorname{right}(s)\right\}$ to the set of axioms.

The action of RS-algorithm cannot be treated as a calculation of the program since for the program $K_{4}$ of the form: begin $i:=i+3 ; z:=x$ end and for the function $g(x)$ defined by $K_{4} z$, the algorithm gives for the equality $g(n)^{4}=u$ the axiom i.e. the set of sequents $\left\{s \in \operatorname{Seq} q^{\prime}: u=n^{4} \in \operatorname{right}(s)\right\}$ as the solution to this equality.

It is known that without changing variables into values the standard calculation of function $g$ is impossible. It is worth to notice that the considered RS-algorithm gives us the result even in case when the standard calculation overflows the stack. To explain that let us consider the program of the form: if $x=0$ then $z:=2$ else $z:=h\left(x-1, h(x, y)\right.$ ); denoted earlier by $K_{5}$ and the function $h(x, y)$ defined by $K_{5} z$.

We shall try to calculate the value of the function $h(1,2)$ during the execution of RS-algorithm and in fact we shall try to prove the equation $h(1,2)=u_{3}$. RS-algorithm finds the solution $u_{3}=2$ though the shape of the program defining the function $h$ evidently makes it impossible for compiler since the compilation leads to overflowing.

The mere process of dynamic looking for the set of axioms is more complicated than it seems from this short description. The example of this can be a test of the proof of the expression $f(2)=u$ for $f(2)$ defined by $K_{1} z$. During the proof there appeare two sequents. The first of them leads to the sequent of the form: $=\mathbf{0}=u, \mathbf{1}=u, 2=u$, which at first sight makes the further proof impossible since we have difficulties with choosing the proper assumption among the expressions of the form: $u=0, u=1$ and $u=2$. The second sequent leads during further decomposition to the sequent of the form: $0=0=2=0,1=0,2=u$ which becomes an axiom after assuming that each sequent $s$ for which $2=u \in r i g h t(s)$ is an axiom. Lemma 8 enables us to solve this problem. It ensures that for every leaf of the tree which unables us the univocal choice of the specific axiom (the sequent containing the expression of the form $u=\tau$ on the right side of the symbol $\mid=$ ) among many such expressions occuring in this leaf there exists another leaf in which this choice is univocal i.e there exists only one expression of the form $u=\tau$ on the right side of the symbol $\mid=$. After this choice the earlier leaf in which appears diversity of meaning becomes an axiom too.

RS-algorithm contains also a particular manner to ayoid the difficulties which appear during the decomposition of the sequent containing the program with the word WHHE. The rule generates in one case the infinite set of sequents and only the special treatment of this case enables us effective activity of RS-algorithm.

The expression of the form: $W, s$ while $\alpha$ do $K \beta \vDash Y, b, Z$ is changed by the rule $(+\mathrm{k})$ into the formula $W, s(p:=T R U E) \cup$ begin $p:=p \wedge \alpha ; K \operatorname{end}(p \wedge$ $-\alpha \wedge \beta) \mid=Y, b, z$. For further considerations we denote by $M_{n}(l)$ : begin $s$, $p:=T R U E$ end [begin $p:=p \wedge \alpha ; K$ end] ${ }^{l}$ where $l$ means a natural number.

As a result of using the rule $(+\cup)$ we ought to consider the set $\left\{M_{n}(l)\right.$ ( $p \wedge \neg \alpha \wedge \beta$ ), $W=Y, b, Z: l \in \mathcal{N}\}$. Since it is impossible to construct all of these elements in practice therefore we further consider the sequent of the form: $M_{\mathrm{n}}(\mathrm{l})(p \wedge \neg \alpha \wedge \beta), W \xi=\Gamma$ where $\Gamma$ denotes the expression: $Y, b, Z$. This sequent is treated in a special way by RS-algorithm in the point 4.

RS-algoritbm enables us to prove the correctness of some programs with STOP property. Moreover this algorithm eliminates the inconsistence of the definition of relation. Let us assume the following definition: $\rho(x)=\neg \rho(x)$.

If we want to know whether the relation holds RS-algorithm starts the proof of the expression of the form: $1=\rho(x) \equiv b$. Since during the execution of RS-algorithm we meet the expressions $b$ and $\rho(x)$ on the same side of the symbol $\vDash$ therefore RS-algorithm STOP and we get an answer about the inconsistence of the above definition of $\rho(x)$ since only the expression with negation is able to change the side of the symbol $k$.

Besides the Gentzen's method we considered in our paper a sequential method of the decomposition of programs. This method decomposes each program with STOP property in the model $\mathscr{M}$ into a normal assigament which can be executed on terms or on formulas. The assumption of STOP property of the program means in implementation the possibility of execution of all needed calculations in this program. Under such an assumption there is no problem with the decomposition of the considered program.
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# Algorytmiczna strukturalna zupełność i system wyszukiwania dowodów twierdzeń w teoriach algorytmicanych 

Dowody poprawnoścj oprogramowania sq jedynym sposobem zapewnienia użytkownika (inwestora), że można z niego korzystać bez ryzyka, W pracy rozważa się zatem klasę regul algorytmicznie strukturalnie zupetnych, pozwalajacych na poprawne wnioskowapie.

Duże znaczenie w automatycznym dowodzeniu twierdzeń ma właściwy dobór regul, dlatego badania rozpoczęto od pröby uzasadnienia wyprowadzalności regul dopuszczalnych w logice algorytmicznej.

W publikacji zawarto wyniki badań dotyczące algorytmicznej strukturalnej zupeł̀ności logiki algorytnicznej araz omówiono system automatycznego dowodzenia twierdzeń, w którym pewne relacje czy funkcje mogă byċ reprezentowane za pomoca programów. Badania przedstawiono w języku umożliwiajacym wyrażenie własnosici programów (rozdz. 2).

Pierwsza część pracy dotyczy:

1) wprowadzenia reguly podstawiania do logiki algorytmicznej i do logiki z niedeterministycznymi programami oraz udowodnienia zasadniczych wlasności podstawiania (rozdz. 3),
2) uzasadnienia algorytmicznej strukturalnej zupełności logiki algorytmicznej z dałączoną reguła podstawiania (rozdz. 4).

Zdefiniowano zbiór podstawień taki, że wprowadzona za jego pomocą reguła podstawiania okazala się, mówiąc intuicyjnie, na tyle „silna dedukcyjnie", iz pozwolita na uzyskanie algorytmicznej strukturalnej zupełnosci logiki algorytmicznej Na podstawie tej whasności stwierdza się, że w konsekwencji logiki algorytmicznej każda regula stukturalna, finitarna i dopuszczalna jest w niej wyprowadzalna Można zatem swobodnie stosować reguly $z$ tej klasy. Ponadto dla niezupełnego systemu logiki algorytmicznej otrzymano pewien rodzaj quesi-zupetności, którym jest algorytmiczna strukturalna zupetnoṡc.

Dalsză częsić pracy (rozdz. 5) poświęcono omówieniu systemu dowodzącego, który unozàliwia dowodzenie twierdzei metodą Gentzena, sformulowanych w jezyku rózinych teorij, a także dowodzenie twierdzé o programach. Ponadto możliwe są dowody wyrażen nje będących twierdzeniami, polegajace na znalezieniu i dołaczeniu dodatkowych aksjomatów umożliwiajacych dowód. System ten pozwala równiez na dowodzenie poprawności programów, rozwiazywanie równań funkcyjnych, ktȯrych funkcje sa zdeliniowane za pomoca programów, a także badanie relacji zdefíniowanych za pomoca procedur oraz badanie miezależności aksjomatów.

Pragnąc potwierdzić wiarygodnosić teoretycznych rozważań, system ten został zaimplementowany w jezyku LOGLAN, a nastepnie $w$ jezyku PASCAL i z jego wykorzystaniem wykonano liczne eksperymenty. Niektore $z$ nich zostały zaprezentowane w podrozdz 5.6.

Była też możliwa inna metoda dowodu wyzyskująca model arytmetyki, dlatego rozdz 6 zawiera opis tej metody, polegajacy na rozkładzie programów. W ksiązce podano aksjomaty
rozkkadu i twierdzzenie gwarantujące sprowadzenie każdego programu z wlasnosicią STOP-u w rozważanym modelu do podstawienia będącego wynikiem tego rozkładu. Reguły omawianego systemu dowodzącego posluguja się wynikiem będącym podstawieniem, a nie samym programem, co znacznie upraszeza dowód. W rozdziale 7 omówiono glówne idee przedstawione w pracy.

## Andrzej Biela

# Алгоритмическая структурная полнота и система находки и доказательства теорем в алгоритмических теориях 


#### Abstract

Peзfме

В автоматвяпом показательстве теорем большое знадепие имеет соответствукоиий огбор правил, пюэг ому этя усследованпя начаия с истнтаввя доқазателиства выяедения травил допусгимых в алгоритмической логпке. В работе содержатся вт оги псследовавнй, касанивеся алгорятмической структурвой полноты алторятмвческой логикн, а также обсуждена а ней система автоматиqвого доназательства теорем, в которой веготорые от ноиевая дли фушхия могуг быть представлены с помощью программ. Эта деследованпи представлены на языке алгорит мической логяки, деланощем возможным, виражение собст веввости программ (глава 2).

Первая часть работь касается: 1) введеввя цралвла подставовки в алорптмядескую логвку п логику  подстанонки (глава 3).  с приложепвнм правилом подетановки (глава 4).  структурвую долноту алгоратмпческой погккв. Эта собственвость устававливает, что в резузвтате акорвтмидеской логики каждое структурдое, фвнвтарвое и допустимое правило является выведенндм. Таввм образом можно свободдо пряменвтя правила пз этого класса. Кроме того дия веполвой системы алторитмвческой логяка получен некоторый род quasi-полвотв, которывм является алоритмптеская структурвая полвота.

Следуюмая ұасть работыл (гдава 5) посвямева обсужденхо доказывакпией спстемы, котораи делает возможвым доказательство теорем методом Гентдена сформулшрованднх  возможвы доказательства выражевий ве являющихся теоремимв, заклхяаюшиеся в паходхе и приложевви добавочнал ахсиом делакоших возможним доказательство. Эта сястема делвет возможным тоже доказательство правиљдоств программ, решение фунхцповалвных уравненвй, которых фувкцни определевы с помодио программ, тоже вспедованве определёввнхх связей с помощью процедур а также исследованве самостоятепности акспом.

Целью представления теорет вческих рассухдепий эта скстема запмплементовава на языке ЛОГЛАН а затем ПАЗСАЛ п с его помопмю сделалп ряц эксцеркмевтов. Некоторые пз вих были шредставлепы в главе 5.6.

Так ках возможеа бииа другая метода доказательтв прв пспользовавом модели арвфметики, позтому в гладе 6 содержится ошасавсие этого метода, закпочаюшегося


в расписавия программ. Представлевы там аксиомы распнсания и теорема гараптирующая привсдеше кажддй программы со свойством STOP-а в рассуждёвной моделя в подстановке явлююцейся резуљтатом зтого расспнсаняя. Тем самым правила рассуждаемой доназывающей спстемы пользуются реультатом, явлнющимся подст ановсой, а не самой шрограммой, что зпачатепно сокрашает доказательтво.


[^0]:    Example 7. The diagram of the sequent $f(\mathbf{f})=\mathrm{u}$ in $\mathscr{L}^{4}$ with a special set of axioms \{seSeq': $1=u \in$ right $(\mathrm{s})\}$ and the rules $R$ is finite and each leaf is an axiom in $\mathscr{D} \cdot$ i.e. $f(1)=u \in$ proof $<A x_{1}^{\sim}$, $R_{\text {seq }} \cup \mathscr{R}>$.

