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Abstract. The paper of Andrzej Grzegorczyk [19] on hierachy of the primitive recursive classes
dates for 1953. This is the most frequently cited article of Polish author in computer science lit-
erature, having some hundreds citations. Moreover, many citations are in the papers of eminent
computer scientists e.g. [10, 24, 33, 34, 31], sometimes the laureates of prestigious awards. In this
paper we make an attempt to present Andrzej Grzegorczyk as a computer scientist.

1. Introduction

Andrzej Grzegorczyk does not consider himself as a computer scientist, c.f. bibliography of his works
in this volume [25]. However, his results taught us something essential about computability, and several
generations of computer scientists have been inspired by them. The most influential work by Andrzej
Grzegorczyk is the landmark paper [19] introducing a hierarchy of primitive recursive functions, which
is by now broadly known as the Grzegorczyk hierarchy. Apart of the Grzegorczyk hierarchy one may
encounter in the literature: Grzegorczyk axiom in modal logic and Grzegorczyk logic [30], Grzegorczyk
induction [11], Grzegorczyk rule [36], and Grzegorczyk axiom in a logic stronger than intuitionistic logic
[21, 22, 16, 40, 13, 14].

It was astonishing to find a paper [36] on object oriented language for modeling of information
systems where Grzegorczyk’s rule is presented. There is also a paper which cites results of Grzegorczyk
in studies of data bases [4].

His newest result on undecidability without arithmetics [23] is probably too new to be appreciated
by computer scientists, note however the paper of Švejdar [43] in this volume. The theorem sounds
natural for computer scientists. I believe that soon we shall see papers in computer science making
∗I still remember the following scene: year 1959, personae: A. Mostowski–then the vice-director of Mathematical Institute, a
class of students and a tall person; MOSTOWSKI: Let me introduce Docent Andrzej Grzegorczyk, he just completed his work
on a textbook “Mathematical Logic”, and wishes to experiment teaching with it. It turned out one of the most inspiring lectures
I have attended. Thank you Professor Grzegorczyk!
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use of this result. In programming, people create specifications of data structures. These specifications
are frequently presented as axiomatic theories. Some of these theories are decidable, e.g. first order
specifications of stacks or queues. In most cases the theories of data structures are undecidable. The new
technique of [23] may occur very useful in analysing decidability problem of these specifications.

The impact of results of Andrzej Grzegorczyk is immense. There are papers which present and
explain the Grzegorczyk hierarchy, other papers apply the idea of subrecursive hierarchy to some new
domains, there are papers in complexity of programs which are related to the hierachy, some papers use
the ideas of Grzegorczyk to define new programming languages, etc.

2. Grzegorczyk Hierarchy

The result on hierarchy of primitive recursive functions was published in 1953. Today, after more than
50 years this result is still cited and inspires many researchers in theoretical computer science.

How to explain the Grzegorczyk hierachy? Roughly speaking it displays the structure of complexity
classes of the set of primitive recursive functions. The set RP of primitive recursive functions is the
least set containing the constant 0, the successor function, projections, and closed under substitution and
primitive recursion (see Definitions 2.1-2.2. below).

The results of paper [19] can be resumed as follow: There is an increasing sequence of sets of
primitive recursive functions

E0  E1  E2  E3  . . .  En . . .

and such that ⋃
n∈N
En = RP.

Each set En is closed with respect to the operations of substitution and of limited primitive recursion.
The initial functions are primitive recursive ones. We present the idea of the proof using the expository
papers of [39, 15].

Definition 2.1. The set of basic computable functions is the set

B = {Z, S} ∪ {pni : 1 ≤ i ≤ n, n ∈ N},

where

• Z :→ N , the constant zero, a zero-ary function,

• S : N → N , the successor function,

• for each n ∈ N and for each i ∈ {1, ..., n}
pni : Nn → N , the projection functions pni (x1, . . . , xn) = xi.

�

We shall consider various sets of functions closed with respect to two operations: Substitution and
Limited Primitive Recursion.
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Definition 2.2. Substitution. Let h1, ..., hn be functions of r arguments (r ≥ 1, n ≥ 0) and g an n-ary
function. If for arbitrary arguments x = (x1, . . . , xr)) we have that the following equality holds

f(x) = g(h1(x), . . . , hn(x)

then we say that function f is obtained from function g by the substitution of functions h1, ..., hn.
Primitive Recursion. Let g be a function of r arguments and let h be a function ot r + 2 arguments. If
for arbitrary arguments x = (x1, . . . , xr)) we have{

f(x, 0) = g(x)

f(x, t+ 1) = h(x, t, f(x, t))

then we say that function f is obtained from the functions g and h by the scheme of primitive recursion.
Limited Primitive Recursion. Consider a triplet of functions 〈g, h, j〉, where g and h are as above and the
function j has r+1 arguments. A function is defined by the limited primitive recursion if it is defined by
primitive recursion and is bounded by the function j, i.e. f(x, t) ≤ j(x, t). �

Let G be a function which has the following property

G(0) ≥ 2 ∧ (∀t ∈ N) t < G(t) < G(t+ 1).

Then the Grzegorczyk classes may be defined with the help of a sequence {Gi} of functions which fulfill
the following conditions:

(i) G1(t) = G(t),

(ii) Gn(t) = Gt
n−1(2).

Let us define a following sequence of functions

E1(t)
df
= t2 + 2,

En(t)
df
= Et

n−1(2) for all n ≥ 2.

One may check that the sequence satisfies the conditions (i) and (ii) mentioned above.
Observe the following properties of functions En.

Lemma 2.1. For all n, and for all t the following inequalities hold:
t+ 1 ≤ En(t),

En(t) ≤ En+1(t),

En(t) ≤ En(t+ 1),

(∀m) Em
n (t) ≤ En+1(t+m).

�

In the sequel we shall also need the addition E0(t1, t2)
df
= t1 + t2.

Now, we define the Grzegorczyk classes En.
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Definition 2.3. The classes En are defined as follow:
E0 df

= 〈B;Substitution, Limited Primitive Recusion〉,
En+1 df

= 〈B ∪ {E0} ∪ {En};Substitution, Limited Primitive Recursion〉, for every n.
�

Basing on the previous lemma one can prove the following:

Lemma 2.2. (The Growth Lemma)
Let t = (t1, . . . tn)denoteatupleofarguments.

• The functions in E0 are bounded by low growth functions ti + cf :
(∀f ∈ E0)(∃i, cf ∈ N)(∀t) f(t) ≤ ti + cf ,

• The functions in E1 are bounded by linear functions:
(∀f ∈ E1)(∃c0, c1, . . . , cn ∈ N)(∀t) f(t) ≤ c0 + c1 · t1 + · · · + cn · tn,

• For n ≥ 2, the iterations of growth function En bound the functions in En :
(∀n ≥ 2)(∀f ∈ En)(∃mf )(∀t) f(t) ≤ Emf

n−1(max(t)).

�

Using a diagonalization argument, one can prove that En 6= Em, for n 6= m. Proof uses the fact that each
class contains a function whose growth rate increases with the index n of the class concerned. Hence,
we arrive to the fundamental result:

Theorem 2.1. There is a growing sequence of sets of primitive recursive functions

E0  E1  E2  E3  . . .  En . . .

such that ⋃
n∈N
En = RP.

Each set En is closed with respect to the operations of substitution and of limited primitive recursion. The
initial functions of each class are primitive recursive functions. �

The above result was earlier than the papers on the computational complexity, c.f. Cook [10].
While the argument about rate of growth leads to Theorem 2.1, it is unclear whether these classes define
different classes of sets of natural numbers. A set is called to belong to the class E∗i , if its characteristic
function is in E i. For i ≥ 2 there is a strict hierarchy of classes E∗i [19]. The following problem1 are
these inclusions strict?

∆N
0 ( E∗0 ( E∗1 ( E∗2

remains one of the most challenging and intriguing questions of recursion theory for already more than
50 years.
Only a limited progress in understanding this problem has been reached: Bel’tyukov [3] showed that
E∗1 ( E∗2 implies that E∗0 ( E∗1 . Kutyłowski [28] proved that a slight change in the definition of the
classes (replacing limited primitive recursion to bounded iteration) leads to equality of the first two
classes of relations, i.e. I0∗ = I1∗ . He also showed that simultaneous recursion might be used to refine
further the hierarchy between E∗0 and E∗2 . Further results of this kind have been obtained in [29].
1∆N

0 denotes the class of rudimentary relations
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3. Related results

In this section we quote some of related results.

3.1. Complexity of programs

For a computer scientist theorem 2.1 is important, however this importance becomes more evident in the
light of work of R.W. Ritchie [37], A. Meyer [32] and Meyer and D. Ritchie [33]. The result of [33] may
be abbreviated as follow:
A class of programs, called “Loop programs” is described. Each Loop program consists only of assign-
ment statements and iteration (loop) statements, the latter resembling the FOR statements of the form for
i:=1 to m do <statements> done, where the value of variable m is calculated earlier and does not change
through the loop. The bound on the running time of a Loop program is determined essentially by the
length of the program and the depth of nesting of its loops. See also a section on Grzegorczyk Hierarchy
in the textbook by Brainerd and Landweber [6].

It is wortwhile mentioning the contributions of M.Kutyłowski [27]. The author recalls the notion
of the generalized Grzegorczyk hierarchy and he discusses some problems connected with its initial
classes. He establishes equalities between initial generalized Grzegorczyk classes and some Turing ma-
chine complexity classes such as P and P*LINSPACE. Using the means of Grzegorczyk classes he proves
a certain hierarchy theorem for the class P*LINSPACE. Stack Turing machines are introduced for better
description of low complexity classes.

3.2. Presentation of the Grzegorczyk hierarchy

There are several textbooks and articles where one can find an exposition of Grzegorczyk hierarchy:
Rose [39], K. Wagner and G. Wechsung [44], Gakwaya [15], Rogers well known monograph [38].

3.3. Applications of the Grzegorczyk hierarchy

Shelah uses the Grzegorczyk hierarchy in order to obtain a better estimation of cost of evaluating van
Waerden numbers [42]. Grozea found that well known NP problems like SAT and Hamiltonian Cycle
problem are in very low class E∗0 [17]2.

3.4. Articles and books on recursion theory

There is a rich set of papers and books where the Grzegorczyk hierarchy is mentioned, we shall quote
just a few: Schwichtenberg [41], Wainer [45], Axt [1], Muchnick [34], Cichon & Wainer [8], Bellantoni
[2], Mehlhorn [31].

3.5. Extensions of the Grzegorczyk Hierarchy

There are several papers presenting various extensions of the Grzegorczyk hierarchy: Muchnick studied
vectorized Grzegorczyk hierarchies [34]. See also: Wainer and Cichon [45, 8], a nonpublished paper

2It seems that the result concerns a parallel Grzegorczyk hierarchy, namely, the hierarchy of classes E∗n of arithmetic relations
whose characteristic functions belong to corresponding class En of Grzegorczyk Hierarchy.
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by Weiermann [46]. Kristiansen and Barra define small Grzegorczyk classes for typed lambda calculus
[26].

3.6. Analog Computing and Computing over Real Numbers

Several authors made attempt to move the Grzegorczyk hierarchy into model of analog computing or
real number computing. It seems that the pioneer in this direction was the paper by Grzegorczyk [20]. In
[5] an analog and machine independent algebraic characterization of elementarily computable functions
over the real numbers in the sense of recursive analysis is presented. Authors prove that they correspond
to the smallest class of functions that contains some basic functions, and closed by composition, linear
integration, and a simple limit schema. They generalize this result to all higher levels of the Grzegorczyk
Hierarchy. Mycka and da Costa [35] proved the undecidability of computations over continuous time.
See also papers [7], [12].

3.7. Grzegorczyk Rule

The results of Grzegorczyk research on modal and intuistionistic logic are briefly exposed in [30].
In a paper on object oriented language of modeling information systems [36] one finds an application

of the following Grzegorczyk’s rule(Grz).

Γ, [ G(p)]
... π

OR{C(p) B}
OR{ FOR{τx | G(x) : C(x) }B}

I am not certain how to explain the origins of the rule. Probably it originates from the papers of
Grzegorczyk [21, 22]. Grzegorczyk considered an intermediate logic which results when one adds the
following formula

∀x(P ∨Q(x))⇒ (P ∨ ∀xQ(x))

to the Heytings axioms of intuitionistic logic. S. Görnemann [16] called it the Grzegorczyk axiom (of an
extension of intuitionistic logic) and proved that adding it allows to characterize the class of all Kripke
structures of fixed domains, in the following sense: the formulas deducible in this extended intuistionistic
logic are exactly the formulas that are valid in all Kripke structures of fixed domains. The name of the
axiom was accepted. For example, Rauszer and Sabalski use it in their interesting paper [40].

3.8. Grzegorczyk’s Results in Topology applied in Computer Science

In 1951 Grzegorczyk published a result [18] on undecidability of some topological theories. Quite re-
cently this result was quoted in two papers: on geoinformatics [9] and on Knowledge Representation and
its qualitative spatio-temporal representation and reasoning [47].
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3.9. Statistics

It is difficult to estimate how often the papers of Grzegorczyk were cited in computer science papers.
We asked Google Scholar for the query "Grzegorczyk hierarchy". More than 600 answers was found.
Even if one deletes some less relevant positions, still more than 400 citations, extensions, presentations
and applications of the Grzegorczyk hierarchy remains valid. Beside Scholar one can ask some other
computer science bibliographical data base and find some new citations of Grzegorczyk’s papers.

Acknowledgment. The author thanks Andrzej Skowron, Paweł Urzyczyn, Damian Niwiński, Grażyna
Mirkowska, Mirosław Kutyłowski and Jurek Tomasik for their sugestions and comments. All the errors
are caused by the author, who hopes that another full treatment of Grzegorczyk results will appear else-
where.
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