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Abstract. In the paper we solve some effectivity problems of program schemas. Such properties of programs as, for example, the strong and the weak equivalence, the correctness and the partial correctness of a program, the halting problem are classified in Kleene–Mostowski hierarchy. A basic tool used in the paper is algorithmic logic.

Introduction

The subject we consider in the present paper is now very fashionable. We shall deal with effectivity problems such as recursiveness, degrees of unsolvability and arithmetical classes of notions investigated in the theory of programming. In opposition to many previous publications we shall try to show that these problems can be solved in a uniform way owing to an appropriate choice of formal language and the applications of metamathematical methods.

In Part I we present in brief the basis of our considerations, namely the algorithmic logic ($\text{AL}$). This language is an extension of the class of expressions which may be treated as programs, into the class of formulas describing properties of programs. At first it will not be clear why we adopt such a definition of formal language, in many points rather uncommon, as we have at our disposal several already known formal approaches. Nevertheless, it will turn out that $\text{AL}$ is sufficiently strong and universal to comprise almost all previously introduced theories of programming.

During the last few years the meta-theory of $\text{AL}$, called algorithmic logic, has been developed at Warsaw University. Now we know many facts about the algorithmic logic. Some of them are of syntactical and model-theoretical character; others can be expressed in terms of recursion theory. The first aspect of the whole theory will be very helpful in studying the latter.
In Part II we shall consider those properties of AL which concern its syntax and semantics. The fact, which is of great importance in that part, is the possibility of a complete syntactic characterization of semantics: in algorithmic logic every semantic proof can be replaced by a syntactic one. The above statement, the basic tool we shall use later, is called the completeness theorem. Its meaning has been very often overlooked in papers on the axiomatic approach to the theory of programming. It should be pointed out that this syntactic characterization of semantics is essentially infinitistic, so that the formal proofs are infinite and cannot be replaced by finite ones.

In Part III we shall answer questions mentioned in the title by means of previously developed methods. We shall examine from the point of view of recursion theory such notions as, for example, the strong and weak equivalence of programs, the correctness of a program and also the very much exploited halting problem. These properties will be examined in different classes of models. All of them lie at the bottom of arithmetical hierarchy, strictly speaking in class \( \Pi^0_2 \). The last and the most important theorem proves that the elementary theory of programming has the same degree of unsolvability as the notion of truth in first-order arithmetic. Hence, there are elementary properties of programs on arbitrarily high level of arithmetical hierarchy.

PART I

1. Definition of AL and its realization ([15])

It is a well-known fact that in every program we can avoid the 'go to' statement ([6], [16]). Thus, in the definition of AL we shall introduce only the following three program constructions:

- 'compound statement': begin \( K \); \( M \) end
- 'conditional statement': if \( a \) then \( K \) else \( M \)
- 'while statement': while \( a \) do \( K \)

We admit the following brief notation for these constructions:

\[
[KM], \quad \times[aKM], \quad [aK].
\]

In this notation we also replace the substitution sign := by /. We proceed to describe the alphabet of AL. It consists of an infinite sequence: \( a_1, a_2, \ldots \) of individual variables, an infinite sequence: \( p_1, p_2, \ldots \) of propositional variables, logical signs, functional symbols, predicates, symbols occurring in programs: /, \( \times, +, [ , ] \), and iteration quantifiers: \( \bigcup, \bigcap \).

We also assume that AL includes the symbol of equality =, always in the sense of identity.
We distinguish in AL (see [15]) the following classes of expressions:
the set $T$ of terms, the set $F$ of open formulas, the set $S$ of parallel substitutions

$$[\bar{x} \mapsto w_1, \ldots, \bar{x} \mapsto w_n]$$

(where $x_1, \ldots, x_n$ are distinct variables and if $x_i$ is a propositional variable,
then $w_i$ is an open formula, otherwise $w_i$ is a term), the set $PS$ of programs
defined as the least set of expressions containing $S$ and closed under
program constructions.

The notion of input and output variable is introduced in a natural
way. We admit also abbreviations:

$$\nabla[aK] \text{ instead of } \nabla[aK[\ ]],$$

where $[\ ]$ is a dummy substitution,

$$[K_1, K_2 \ldots K_n] \text{ instead of } [...]K_1, K_2 \ldots K_n$$
and

$$K^i \text{ instead of } KK \ldots \ldots K,$$

where a program $K$ is taken $i$ times.

The set of formulas of AL is defined as the least set containing $F$,
closed under propositional connectives and the following rules:

if $a$ is a formula and $K \in PS$, then

$$Ka, \quad \bigcup Ka, \quad \bigcap Ka$$
are formulas;

if $a(x)$ is a formula and $x$ is an individual variable in $a(x)$, then

$$(\exists x)a(x), \quad (\forall x)a(x)$$
are formulas;

Examples of formulas will be given in L.2.

We assume that the notion of the realization of a language is known.
The notation is adopted from [13]. The realization of functional symbols
and predicates will be denoted by $R$, the valuation of variables by $v$.

We define values $\tau_R(v), a_R(v), s_R(v), K_R(v)$ of terms, open formulas,
substitutions and programs in the usual way ([15]). Note that $\tau_R(v)$
is an element of the universe, $a_R(v)$ is a Boolean value, $s_R(v)$ is a valuation
and $K_R(v)$ either is a defined valuation or is undefined.

Finally we define the realization of formulas:

$$(Ka)_R(v) = \begin{cases} 
  a_R(K_R(v)) & \text{if } K_R(v) \text{ is defined}, \\
  \text{false} & \text{otherwise};
\end{cases}$$

$$\bigcup Ka)_R(v) = \sup_{i \in \mathbb{N}} (K^i)_R(v),$$

$$\bigcap Ka)_R(v) = \inf_{i \in \mathbb{N}} (K^i)_R(v),$$
\[(\exists x)\alpha(x)\}_R(\nu) = \sup_{a \in |R|} a_R(\nu'),\]
\[(\forall x)\alpha(x)\}_R(\nu) = \inf_{a \in |R|} a_R(\nu'),\]

where \(\nu'(x) = a, \nu'(z) = \varepsilon\) for \(z \neq x\) and \(|R|\) denotes the universe.

The notions of satisfaction and model are the usual ones. If \(X\) is a set of formulas, \(\alpha\) a formula, then

\[X \models \alpha\]

indicates that every model of \(X\) is a model of \(\alpha\). In particular,

\[\models \alpha\]

indicates that \(\alpha\) is a tautology.

If \(\mathfrak{A}\) is a relational system, then

\[\mathfrak{A} \models \alpha\]

denotes that \(\mathfrak{A}\) is a model for the formula \(\alpha\).

2. Algorithmic properties

Let us consider the following formulas of \(AL\):

**Stop \((K)\):** \(K1\),

**Stop' \((K)\):** \(\sim K1\),

**Corr \((a, K, \beta)\):** \(a \rightarrow K\beta\),

**PCorr \((a, K, \beta)\):** \(a \rightarrow (K1 \rightarrow K\beta)\),

**K \(\simeq\) M:**

\[\left\{ \left[ y_i/x_1, \ldots, y_n/x_n \right] K \ M \right\}_{x \in \mathbb{C}} \land (x_i = y_i)\]

(where \(x_1, \ldots, x_n\) are all variables in programs \(K\) and \(M\) and all occurrences of \(x_i\) in \(M\) are replaced by \(y_i\)),

**K \(\equiv\) M:** \((K1 \rightarrow M1) \land (K \simeq M)\),

**Natural:** \((\forall y)[x/0] \cup [x/x+1] (x = y)\),

**Archimedean:** \((\forall y)[x/0] \cup [x/x+1] (y < x)\),

**Characteristic 0:** \([x/1] \cap [x/x+1] \sim (x = 0)\),

**Torsion:** \((\forall x)[x/x] \cup [x/x \cdot x] (x = 1)\),

**Cyclic:** \((\forall x)[x/a] \cup [x/x \cdot a] (x = x)\).

Now, let us examine their semantics.

**Stop \((K)\)** is true iff \(K\) is defined. So, \(K1\) is the halting formula for a program \(K\) (see \([1]\))

**Stop' \((K)\)** is true iff \(K\) is undefined. So, this formula expresses the undefinability of the program \(K\).

**Corr and PCorr** define the correctness and partial correctness of \(K\) with respect to the input condition \(a\) and the output condition \(\beta\) (see \([4]\)).

\(K \simeq M\) and \(K = M\) define the weak and strong equivalence of programs \(K\) and \(M\) (see \([5]\)).
These formulas show that the theories of Engeler, Hoare, Igarashi are proper parts of AL. In a similar but more sophisticated way one can prove that the theories of Floyd, Manna, Scott, and others are definable in certain simple extensions of AL. Even the theory of recursive procedures may be investigated on that basis. In this paper we disregard these new modifications of AL and concentrate our attention on the starting point of its definition.

In continuing the analysis of algorithmic properties let us return to the remaining examples of formulas. They have algebraical rather than algorithmical meanings. The iteration quantifiers enable us to characterize non-elementary classes of models, i.e. those which do not have the first order characterization. We shall call a class of models defined by a recursive set of algorithmic formulas an algorithmic class.

Thus, the class of models isomorphic with the system of natural numbers, the Archimedean ordered fields, the fields of characteristic zero, the torsion free groups, the cyclic groups are algorithmic. To this list one can add the following: the ring of integers, the field of recursive numbers ([10]), the field of algebraic numbers, the field of geometrically constructible numbers ([3]), the field of rationals etc.

This great variety of algorithmic properties is astonishing. It is natural to inquire at the very beginning whether our definition of language is not too large. We shall show that the removal of iteration quantifiers and program constructions would lead us to a blind alley. We should not be able to prove many interesting facts about programs and their properties. It will turn out that these algorithmic classes of models may be very useful in locating the properties of programs in the arithmetical hierarchy.

3. Normal form theorem

**Definition 1.** Program $K$ is in a normal form iff $K: \star \ast ([aM])$, where $s$ is a substitution and $M$ is a loop-free program.

**Lemma 1.** Let $K: [K_1 \ast ([aM_1])][K_2 \ast ([bM_2])]$ and let $p, q, r$ be propositional variables not occurring in $K$; then:

$$\star K = [K_1[p/1, q/1, r/1]]$$

$$\star [p \lor q \lor [p] \lor [q] \lor [r] \lor [rK_1[q/b, r/0] \lor [q/M_2]]].$$

**Lemma 2.** Let $K: \forall [K_1 \ast ([aM_1])][K_2 \ast ([a_1M_2])]$ and let $p, q, r$ be propositional variables not occurring in $K$; then:

$$\forall K = [(p/\beta) \lor [pK_1K_1[q/a_1, r/a_2]]$$

$$\star [(q \land p) \lor (r \land \sim p) \lor [p\lor [q/M_1[q/a_2][M_2[r/a_2]]]].$$
LEMMA 3. Let $K : \alpha [M \beta [N \gamma]]$ and let $p, q$ be propositional variables not occurring in $K$; then:

$$\vdash K = [p/a, q/0] \eta [p \lor q] \gamma [q \beta N \gamma [\neg q \beta p/a, q \beta p/a]]$$.

LEMMA 4. Let $K : [M \alpha [aN]]$ and let $p$ be propositional variable not occurring in $K$; then:

$$\vdash K = [p/1] \eta [p \lor a] \gamma [p \beta [M \beta N \beta]]$$.

THEOREM 1 (due to Mirkowska [12]). Every program can be effectively transformed into an equivalent program in a normal form.

Proof: It follows from Lemmas 1–3 that every program can be transformed into a form $[K_1 \alpha [aK_2]]$, where $K_1, K_2$ are loop-free programs. From Lemma 4 we obtain a normal form of a program. ■

4. Elimination of program symbols from formulas

In the sequel, $s$ will denote a finite string of substitutions. If $\alpha$ is an open formula, then $\overline{s} \alpha$ is a result of the application of all substitutions $s$ to $\alpha$, beginning from the innermost one. Thus, for instance, if $\alpha : (x = y) \lor p$ and $s : [x/x + y, y/x] [p/p \land q] [x/x + y]$, then $\overline{s} \alpha : ((x + y) \cdot x = a) \lor (p \land q)$. 

LEMMA 5.

(i) $\vdash s \alpha \rightarrow \overline{s} \alpha$ for an open formula $\alpha$;
(ii) $\vdash s [K \beta \eta s(K \beta \eta)]$;
(iii) $\vdash s \alpha (aK \beta \eta \alpha \beta \eta (\neg a \land M \beta))$;
(iv) $\vdash s * (aK \beta \eta s [p/1]) \cup [p/p \land a \beta] (p \land \alpha \land \beta)$

provided $p$ is a propositional variable not occurring in a formula $s * (aK \beta)$.

For the proof see [12].

Remark: From now on the formula obtained from $K \beta$ by one of the equivalences (i)–(iv) will be denoted by $K \beta$.

From Lemma 5 and Theorem 1 we obtain an analogue of Engeler’s well-known theorem.

THEOREM 2. For every program $K$ one can construct in the effective way a formula $\alpha$ of the form $s \cup M \beta$, where $\beta$ is open and $M$ is a loop-free program such that $\vdash K \alpha \leftrightarrow \alpha$.

Proof: By Theorem 1, $\vdash K = [s * [\gamma M]]$. Thus, $\vdash K \alpha \leftrightarrow [s * [\gamma M]] \alpha$, and, by Lemma 4,

$$\vdash [s * [\gamma M]] \alpha \leftrightarrow [s * [\gamma M]] \alpha$$.

Let $\alpha : [s * [\gamma M]] \alpha$; then $\alpha \leftrightarrow K \alpha$ and $\alpha$ has the required properties. ■
PART II

1. Deduction theorem

THEOREM 3. Suppose that \( X \) is a set of formulas of AL, \( a \) is a closed formula of AL; \( \beta \) is a formula of AL; then

\[
X \cup \{ a \} \vdash \beta \quad \text{iff} \quad X \vdash a \rightarrow \beta .
\]

Proof is carried out as in [13].

2. Gentzen style axiomatization

What we wish to do in this section, is to give a syntactic characterization of the relation \( \vdash \). Obviously, there is another way of achieving, the same aim. For instance, we could adopt a Hilbert style axiomatization, as had already been done by Mirkowska [11]. The advantage of our decision will appear when we come to the analysis of effectivity problems. The reason is quite simple. Proofs in the Gentzen style can be carried out in a deterministic way, which is impossible in the Hilbert style.

An exact exposition of this axiomatization would be unbearably cumbersome and it not intended here. Being aware of it, we shall try to shorten all definitions and proofs as far as possible. Unfamiliar readers are referred to [8], [13].

We start from the following definitions.

DEFINITION 2. Let \( X \) be a set of equations \( \tau_1 = \tau_2 \) where \( \tau_1, \tau_2 \) are terms. We shall say that the terms \( \tau, \mu \) are \( X \) equivalent \((\tau = \mu[X])\) iff there exists a sequence of terms \( \tau_1, \ldots, \tau_n \) such that \( \tau_1 = \tau, \tau_n = \mu \) and for all \( i \leq n \) either \( \tau_i = \tau_{i+1} \) or the equation \( \tau_i = \tau_{i+1} \) is in \( X \).

DEFINITION 3. \( \tau \asymp \mu[X] \) will denote the closure of relation \( \tau = \mu[X] \)
with respect to extensionality of functional symbols, i.e.

\[
\text{if } \tau_i \asymp \mu_i[X], \ i \leq n, \text{ then } f(\tau_1, \ldots, \mu_n) \asymp f(\mu_1, \ldots, \mu_n)[X].
\]

The relation \( \asymp \) is of course a congruence in the algebra of terms.

DEFINITION 4. A sequent is a pair of finite sequences of formulas of AL.

We shall write sequents in the form \( \Gamma \Rightarrow \Delta \), where \( \Gamma \) is the antecedent and \( \Delta \) is the consequent in a sequent. As in every Gentzen style axiomatization, we shall speak about sequents and their proofs, and not about formulas and their proofs.

DEFINITION 5. A sequent \( \Gamma = \Delta \) is said to be an axiom iff one of the following conditions is satisfied: (1) \( \tau \in \Delta \); (2) \( 1 \in \Delta \); (3) \( \emptyset \in \Gamma \); (4) \( \Gamma \cap \Delta \neq \emptyset \); (5) There exists a set of equations \( X \subset \Gamma \) and a set of terms \( \tau_i, \mu_i, i \leq n \), such that \( \tau_i \asymp \mu_i[X], i \leq n \), and, for a certain predicate \( \varphi \),

\[
\varphi(\tau_1, \ldots, \tau_n) \in \Gamma \quad \text{and} \quad \varphi(\mu_1, \ldots, \mu_n) \in \Delta.
\]
Schemas of axioms (1)–(4) are quite natural. Schema (5) assures extensionality of predicates.

Rules of inference will be written in the form \( \frac{\{\phi_i\}_{i \in I}}{\phi} \), where \( \{\phi_i\}_{i \in I} \) is an enumerable sequence of premises, \( \phi \) is the conclusion. The rules are as follows:

\[(\text{R1a}) \quad \frac{\Gamma, s \alpha \Rightarrow \Delta}{\Gamma \Rightarrow s \sim_a \alpha, \Delta}, \quad (\text{R1b}) \quad \frac{\Gamma \Rightarrow \Delta, s \alpha}{s \sim_a, \Gamma \Rightarrow \Delta},\]

\[(\text{R2a}) \quad \frac{\{\Gamma \Rightarrow \Delta, s \alpha; \Gamma \Rightarrow \Delta, s \beta\}}{\Gamma \Rightarrow s(\alpha \land \beta), \Delta}, \quad (\text{R2b}) \quad \frac{\Gamma, s \alpha, s \beta \Rightarrow \Delta}{s(\alpha \land \beta), \Gamma \Rightarrow \Delta},\]

\[(\text{R3a}) \quad \frac{\Gamma \Rightarrow \Delta, s \overline{K} a}{\Gamma \Rightarrow s \overline{K} a, \Delta}, \quad (\text{R3b}) \quad \frac{\Gamma, s \overline{K} a \Rightarrow \Delta}{s \overline{K} a, \Gamma \Rightarrow \Delta},\]

\[(\text{R4a}) \quad \frac{\Gamma \Rightarrow \Delta, s \{s \overline{K} a \Rightarrow \Delta\} \Rightarrow \Delta}{\Gamma \Rightarrow s \{s \overline{K} a \Rightarrow \Delta\}, \Delta}, \quad (\text{R4b}) \quad \frac{s \overline{K} a \Rightarrow \Delta, \Gamma \Rightarrow \Delta}{s \overline{K} a, \Gamma \Rightarrow \Delta},\]

\[(\text{R5a}) \quad \frac{\Gamma \Rightarrow \Delta, s \alpha(x)}{\Gamma \Rightarrow s \forall x \alpha(x), \Delta}, \quad (\text{R5b}) \quad \frac{s \overline{x} \alpha(x), \Gamma \Rightarrow \Delta}{s \overline{x} \alpha(x), \Gamma \Rightarrow \Delta} \]

**Definition 6.** A diagram of a sequent \( \Gamma \Rightarrow \Delta \) is a tree whose nodes are sequents. Two nodes are coincident iff one belongs to a set of premises, the other is a conclusion, and moreover, a corresponding inference rule is applied to the leftmost decomposable formula in a sequent, on even levels in an antecedent and on odd levels in a consequent.

Note that a diagram need not to be of a finite order, since according to rule (R4b) one node has an infinite number of coincidents.

**Definition 7.** \( \vdash \Gamma \Rightarrow \Delta \) iff the diagram of \( \Gamma \Rightarrow \Delta \) has no infinite path and all ending nodes are axioms of algorithmic logic.

**Theorem 4.** \( \vdash \alpha \) iff \( \vdash \Rightarrow \alpha \).

**Sketch of the proof:** The implication from right to left follows solely from the correctness of rules of inference and the validity of axioms. To demonstrate the converse, note that every conclusion is equivalent to the conjunction of its premises. Thus, if an ending node is not an axiom, then \( \alpha \) cannot be a tautology. Finally, let us consider the case where the diagram of \( \Rightarrow \alpha \) has an infinite path. From this path we build a model, in which \( \alpha \) is not valid. The universe of this model is a set of classes \( \{ \tau \} = \{ \mu : \tau \tau \mu [X] \} \), where \( X \) is the set of equalities lying on antecedents of this path. Functional symbols are realized as corresponding classes:

\[ f_R([\tau_1], \ldots, [\tau_n]) = [f(\tau_1, \ldots, \tau_n)] \]
Relational symbols are realized in the following way:

\[ \varepsilon_R([\tau_1], \ldots, [\tau_n]) = \begin{cases} 
  \text{true} & \text{if } \varepsilon(\mu_1, \ldots, \mu_n) \text{ is in the antecedent} \\
  \text{false} & \text{otherwise.} 
\end{cases} \]

It follows from the axioms that this realization is well defined. Let \( v \) be a valuation defined by

\[ v(x) = \begin{cases} 
  [x] & \text{if } x \text{ is an individual variable,} \\
  \text{true} & \text{if } x \text{ is a propositional variable occurring in the antecedent,} \\
  \text{false} & \text{otherwise.} 
\end{cases} \]

Let us suppose that \( \sigma_R(v) \) is true. When analysing the inference rules, we can prove by induction on the complexity of formulas that there is an atomic formula in the consequent such that \( \varepsilon_R(\tau_1, \ldots, \tau_n)(v) \) is true. This contradicts the definition of realization. ■

**PART III**

**1. Some elementary properties of programs**

Let \( \mathcal{A} \) be a class of models of the same type. We shall consider in this section the following properties of programs:

- \( \text{Stop}_{\mathcal{A}} = \{ K \in FS : \text{for every model } \mathfrak{A} \in \mathcal{A}, \mathfrak{A} \vdash K1 \} \),
- \( \text{Stop}_{\mathcal{A}} = \{ K \in FS : \text{for every model } \mathfrak{A} \in \mathcal{A}, \mathfrak{A} \vdash \neg K1 \} \),
- \( \text{Eq}_{\mathcal{A}} = \{ (K, M) \in FS \times FS : \text{for every model } \mathfrak{A} \in \mathcal{A}, \mathfrak{A} \vdash K = M \} \).

If \( \mathcal{A} \) is the class of all models of the same type, we shall omit the symbol \( \mathcal{A} \).

Thus, for instance, \( \text{Stop} = \{ K \in FS : \vdash K1 \} \).

In what follows we try to place these properties for various classes of models in the arithmetical hierarchy. Arithmetical classes in Kleene-Mostowski hierarchy are usually denoted by \( \Sigma_n^0, \Pi_n^0 \). As we do not speak about analytical properties, we can use symbols \( \Sigma_n, \Pi_n \).

If \( \mathcal{N} \) is the class of models isomorphic to the model of natural numbers \( \langle N, 0, S, = \rangle \), then the above properties are those of partial recursive functions, since programs in this model and partial recursive functions are recursively isomorphic. Thus, we have the following results:

- \( \text{Stop}_{\mathcal{N}}, \text{Eq}_{\mathcal{N}} \in \Pi_2 - \Sigma_2 \),
- \( \text{Stop}_{\mathcal{N}} \in \Pi_1 - \Sigma_1 \).
It is worth while to point out that $\text{PCorr}$ is recursively isomorphic to $\text{Stop}'$ and $\text{Corr}$ is recursively isomorphic to $\text{Stop}$ in any class of models. Moreover, the set of all weakly equivalent programs is recursively isomorphic to $\text{Stop}$ in any class of models.

This follows from the equivalences:

1. $\vdash K1 \leftrightarrow (1 \rightarrow K1)$,
2. $\vdash (a \rightarrow K\beta) \leftrightarrow \exists \alpha [ \sim \alpha [ ] K \Rightarrow \sim \beta [ ] ] 1$,
3. $\vdash \sim K1 \leftrightarrow (1 \rightarrow (K1 \rightarrow K0))$,
4. $\vdash (a \rightarrow (K1 \rightarrow K\beta)) \leftrightarrow \exists \alpha [ \sim \alpha [ ] K \Rightarrow \beta [ ] ] 1$,
5. $\vdash K1 \leftrightarrow (K \Rightarrow \exists )$,
6. $\vdash (K \Rightarrow M) \leftrightarrow (1 \rightarrow \exists K M \beta)$ where $s: \{y_1/\omega_1, \ldots, y_n/\omega_n\}$ and $\beta: \bigwedge_{i<n} \exists (x_i = y_i)$.

2. Properties of programs valid in all models

**Theorem 5.** $\text{Stop} \in \Sigma_1 - \Pi_1$; $\text{Stop}' \in \Pi_1 - \Sigma_1$; $\text{Eq} \in \Pi_2 - \Sigma_2$.

**Proof:** $\text{Stop} \in \Sigma_1$ follows from the axiomatization, since finite rules are used only in the proof of the sequent $\Rightarrow K1$.

$\text{Stop}' \notin \Pi_1$; see [9].

$\text{Stop} \in \Pi_1$. In fact, $\vdash \sim K1 \iff \vdash K1 \rightarrow \vdash \sim \cup M \beta \Rightarrow$ by Theorem 2.

After the application of (R4b) the last assertion is equivalent to the infinite sequence of assertions: for every $i \vdash s M^i \beta \Rightarrow$. But the relation $\vdash s M^i \beta \Rightarrow$ is recursive since $M$ is a loop-free program. Hence, $\text{Stop}' \in \Pi_1$.

$\text{Stop} \notin \Sigma_1$; see [9].

$\text{Eq} \in \Pi_2$. $K = M \iff K1 \Rightarrow M1$ and $M1 \Rightarrow K1$ and $\vdash \Rightarrow K \Rightarrow M$. Let us consider a diagram of $K1 \Rightarrow M1$. As in the case of $\text{Stop}'$, (R4b) will be used only once. The remaining relation is recursively enumerable as in the case of $\text{Stop}$. Since $\Pi_2$ is closed under intersection, $\text{Eq} \in \Pi_2$.

$\text{Eq} \notin \Sigma_2$. Let us suppose the contrary. At first we limit the set of non-logical constants to the zero-argument 0 and the one-argument $S$ functional symbols. Every partial recursive function $\varphi_i$ is of course computable in this language.

Let the program $K_i(x)$ compute $\varphi_i(x)$. Consider the two programs:

- $M: \{ [y/0] \Rightarrow [y \neq x[y/S(y)]][y/0] \}$
- $P_i: [M[K_1[y/0]]]$

Then $P_i \Rightarrow M1$ iff $P_i1 \Rightarrow M1$. By assumption, $\{ i: \vdash P_i1 \Rightarrow M1 \} \in \Sigma_2$. From the completeness theorem we get

$\{ i: \vdash P_i1 \Rightarrow M1$ and $\vdash M1 \Rightarrow P_i1 \} \in \Sigma_2$.

Arithmetical class will not change if the set of logical axioms is increased by the following one: $\Gamma$ is $\Delta$ where (1) $S(x) = 0 \in \Gamma$ or (2) $S(x) = S(y) \in \Gamma$ and $(x = y) \in \Delta$.\]
Thus, by the completeness theorem, the set \( U = \{ i : a \models P_i, 1 \rightarrow M \} \)
is in \( \Sigma_1 \), where \( a : (S(x) \neq 0) \land (S(x) = S(y)) \rightarrow (x = y) \). If \( \mathfrak{M} = \binom{A, \alpha, o}{i = N} \), is isomorphic to \( \binom{N, O, S}{i = N} \). Thus, for every model \( \mathfrak{M} \) of \( a \), we have

for every \( a \in A \), \( M(a) \) is defined iff \( P_i(a) \) is defined.

But \( M(a) \) is defined iff an element \( a \) is in \( B \).

We have obtained the following chain of equivalent sentences:

(i) \( i \in U \);
(ii) for every model \( \mathfrak{M} \) of \( a \) and for every \( a \in A \) \( M(a) \) is defined iff \( P_i(a) \) is defined;
(iii) for every model \( \mathfrak{M} \) of \( a \) and for every \( a \in A \), \( a \in B \iff P_i(a) \) is defined;
(iv) for the model \( \binom{N, O, S}{i = N} \), for every \( a \in N \) \( P_i(a) \) is defined;
(v) \( \varphi \) is total.

But the last condition is \( \Pi_2 \)-complete (see [14]); hence, \( U \) cannot be \( \Sigma_4 \).

3. Properties of programs in the field of real numbers

We shall denote by \( \mathfrak{M} \) the class of models isomorphic to the model
of real numbers \( \langle R, +, -, \cdot, 0, 1 \rangle \). In this section we shall need
the following lemma due to Engeler [3]:

**Lemma 6.** If \( \varphi \) is a Boolean combination of formulas \( K_a \) where \( a \) is open, then

\[ \mathfrak{M} \models \varphi \iff \text{Formally real } \models \varphi \]

where Formally real is the recursive set of axioms of formally real fields,
\( \text{i.e. fields in which every finite sum of squares is } \neq -1 \).

**Theorem 6.** \( \text{Stop}_a \in \Sigma_1 - \Pi_1 \); \( \text{Stop}_a \in \Pi_1 - \Sigma_1 \); \( \text{Eq}_a \in \Pi_2 - \Sigma_2 \).

**Proof:** \( \text{Stop}_a \in \Sigma_1 \). By Lemma 6, we can add to the set of logical axioms
the recursive set of open formulas, since the axioms of formally real fields
are open.

Now we can proceed as in the case of \( \text{Stop}_a \in \Sigma_1 \).

\( \text{Stop}_a \in \Pi_1 \). Let \( K_i \) have the same meaning as in the proof of the case
\( \text{Eq}_a \in \Sigma_2 \) in Theorem 5. Note that \( K_i \) may be expressed in the language
under consideration. Then a program \( N_i: [(x/1 + \ldots + 1)K_i] \), where \( k \)
is taken \( i \) times, may be also expressed in this language. Consequently,
\( \varphi_i(i) \) is defined iff \( \mathfrak{M} \models N_i \).

\( \text{Stop}_a \in \Pi_1 \). By the same argument as \( \text{Stop}_a \in \Sigma_1 \).

\( \text{Stop}_a \notin \Sigma_1 \) because \( \varphi_i(i) \) is undefined iff \( N_i \notin \text{Stop}_a \).

\( \text{Eq}_a \in \Pi_2 \). As in the case of \( \text{Eq}_a \in \Sigma_2 \).

\( \text{Eq}_a \notin \Sigma_2 \). Let \( M \) and \( P_1 \) be such as in the case \( \text{Eq}_a \in \Sigma_2 \).

Thus, \( \binom{M, P_1}{\text{Eq}_a \models \varphi_i} \) is total.
4. Properties of programs in the ordered field of real numbers

Let $\mathcal{R}_<$ denote the class of models isomorphic to the ordered field of real numbers $\langle \mathbb{R}, +, -, \cdot, -1, 0, 1, < \rangle$. In this section we shall use the following Engeler's lemma ([3]):

**Lemma.** If $\varphi$ is a Boolean combination of formulas $Ka$ where $a$ is open, then

$$\mathcal{R}_< \vdash \varphi \iff \text{Archimedean} \vdash \varphi.$$  

**Theorem 7.** $\text{Stop}_{\mathcal{R}_<}, \text{Eq}_{\mathcal{R}_<} \in \Pi_1 - \Sigma_1$; $\text{Stop}'_{\mathcal{R}_<} \in \Pi_2 - \Sigma_1$.

**Proof:** $\text{Stop}_{\mathcal{R}_<} \in \Pi_1$. By Theorems 2 and 3, $K \in \text{Stop}_{\mathcal{R}_<}$ iff $(\forall y)[x/0] \cup [x/x+1](y < x) \rightarrow s \cup Ma$. From Theorem 1 it follows that

$$\vdash (\forall y)[x/0] \cup [x/x+1](y < x) \Rightarrow s \cup Ma.$$  

From axioms of logic we obtain

$$\neg \vdash \neg (\exists y)[x/0] \cup [x/x+1] \neg (y < x), \quad s \cup Ma.$$  

This sequent has a proof iff $s \cup Ma$ follows solely from axioms or there is such a term $\tau$ that for every $i_1 \cdots i_3 \cdots i_n \Rightarrow s \cup Ma$ (with 1 taken $i$ times) has a proof. But there are only a finite number of terms $\tau$ which occur in more than one formula $sM'\alpha$. Thus, this case is reduced to the case of the sequent:

$$[x/0] \cup [x/x+1](\tau < x) \Rightarrow s \cup Ma,$$

for some finite number of possible $\tau$.

$\text{Stop}_{\mathcal{R}_<} \notin \Sigma_1$. Let us consider the program

$$M_i(y): [(x/0) \ast x < y][x/x+1][K_i(x)],$$

where $K_i(x)$ computes $q_i(x)$. Then $M_i \in \text{Stop}_{\mathcal{R}_<}$ iff $K_i(n)$ is defined for every natural $n$. Hence, $M_i \in \text{Stop}_{\mathcal{R}_<}$ iff $q_i$ is total.

$\text{Stop}_{\mathcal{R}_<} \in \Pi_1$. We have the following chain of equivalent sentences:

(i) $K \in \text{Stop}_{\mathcal{R}_<}$;

(ii) $\mathcal{R}_< \vdash \sim s \cup Ma$, where $M$ is a loop-free program;

(iii) for every $i \in N, \mathcal{R}_< \vdash (\forall x_1, \ldots, x_n) sM'\alpha;

(iv). for every $i \in N, \mathcal{R}_< \vdash (\forall x_1, \ldots, x_n) \beta_i(x_1, \ldots, x_n)$, where $\beta_i$ is an open formula obtained effectively from $sM'\alpha$.

From Tarski's theorem ([17]) on decidability of elementary algebra it follows that

$$\mathcal{R}_< \vdash (\forall x_1, \ldots, x_n) \beta_i(x_1, \ldots, x_n)$$

is the recursive assertion.

$\text{Stop}_{\mathcal{R}_<} \notin \Sigma_1$. Proof is carried out as in the case of $\text{Stop}_{\mathcal{R}_<}$.

$\text{Eq}_{\mathcal{R}_<} \in \Pi_2$. By the same argument as for $\text{Stop}_{\mathcal{R}_<}$.

$\text{Eq}_{\mathcal{R}_<} \notin \Sigma_2$. As in the case of $\text{Eq}_{\mathcal{R}_<}$.
Remark: The idea used in the case of $\text{Stop}_{\neq} \in \Sigma_2$ cannot be imitated in the case of $\text{Stop}_\omega$. For a program
\[ M_i(y) : \left[ x/0 \right] \rightarrow \left[ x = y [x/x+1] \right] K_i(x) \]
we obtain $\mathcal{P}$ non $\vdash M_i \mathbf{I}$ for every $i$.

Corollary. The relation $<$ is not programmable in the model $\mathcal{P}$.
This follows immediately from the facts that $\text{Stop}_{\neq} \notin \Sigma_2$ and $\text{Stop}_\omega \in \Sigma_1$.

5. Degree of recursive unsolvability of AL

Let $V$ denote the set of all sentences of the first order arithmetic valid in the standard model, and let $W$ denote the set of all tautologies of AL.

Theorem 8. The sets $V$ and $W$ are recursively isomorphic.

For the proof see [7].

Corollary. (i) $W$ is not an arithmetical set;
(ii) the infinitistic rules of inference cannot be replaced by finitistic ones.
Both these facts follow immediately from Theorem 8.
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